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Abstract

Cerebrospinal fluid (CSF) is not stagnant but displays fascinating oscillatory
flow patterns inside the ventricular system and reversing fluid exchange be-
tween the cranial vault and spinal compartment. This review provides an
overview of the current knowledge of pulsatile CSF motion. Observations
contradicting classical views about its bulk production and clearance are
highlighted. A clinical account of diseases of abnormal CSF flow dynamics,
including hydrocephalus, syringomyelia, Chiari malformation type 1, and
pseudotumor cerebri, is also given. We survey medical imaging modalities
used to observe intracranial dynamics in vivo. Additionally, we assess the state
of the art in predictive models of CSF dynamics. The discussion addresses
open questions regarding CSF dynamics as they relate to the understanding
and management of diseases.
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1. INTRODUCTION

Cerebrospinal fluid (CSF) fills the cerebral ventricles as well as the cranial and spinal subarachnoid
spaces (SAS). An anatomical overview of the CSF-filled spaces is given in Figure 1. The enclosed
fluid body is not static but exhibits pulsatile motion inside the ventricular system, and between the
cranial vault and spinal compartments, superimposed by bulk flow due to fresh production and
final clearance into the venous systems. The pulsatile pattern is essential to normal brain function,
and several diseases manifest disturbances of CSF flow dynamics.

Recent efforts in the scientific and clinical communities aim at precisely quantifying criti-
cal parameters of normal intracranial dynamics as well as detecting characteristic deviations in
diseases. Of special relevance is the intracranial pressure (ICP), which can be measured only inva-
sively. Additionally, CSF flow velocities, brain motion, and deformations within the cranial and
spinal compartments can be acquired noninvasively. In vivo medical imaging is providing an un-
precedented window into intracranial and spinal dynamics. Image data help to precisely delineate
patient-specific anatomical spaces, characterize blood and CSF flow, and trace the biodistribution
of pharmacological drugs transported rapidly by pulsating CSF. Because in vivo imaging often
provides only point measurements, researchers and clinical practitioners are forced to hypothe-
size about the biomechanical interactions between central nervous system (CNS) compartments.
Unfortunately, conceptual ideas without quantitative verification have so far not solidified our
understanding of brain disease enough to improve patient care.

Quantitative models are needed to provide hard predictions in support of new insights about
the fluid dynamics of blood and CSF in the CNS. Judging by the growing body of publications
reviewed in this article, mathematical modeling has already garnered the attention of the neuro-
logical surgery and neuroscience communities. There appears to be a growing consensus about
the important role mathematical models can play for better interpretation of in vivo data acquired
at multiple length scales and locations.

Mathematical models can be characterized by two extreme cases. In black box models, mea-
surements are fitted against algebraic functions without considering the conservation principles
that govern the flow. These black box models represent data but do not elucidate or interpret the
physics of the transport phenomena. Although black box models reproduce data trends with high
precision, they offer little insight into the functional role between parameters. Conversely, mech-
anistic models are rooted in fundamental conservation laws of mass, momentum, and chemical
species. An increasingly important role is played by image-guided computational fluid dynamics
(iCFD), which can simulate patient-specific scenarios for direct comparison to measurements in
vivo (Linninger 2012). We advocate here the opinion that it is key for CFD models to avoid
domains or limiting boundary conditions that diminish the rigorous computations to mere data
fitting, but that they should explore novel hypotheses that account for the dynamic interaction

Figure 1

Anatomical diagram of the main structures in the central nervous system. The entire spinal and cranial space is shown on the left.

(@) Detail of the cranial SAS (/ight blue), the four ventricular spaces (b/ue), and brain parenchyma (pink). Also shown is the location of the
choroid plexus ( green) inside the ventricles and arachnoid villi (red) at the superior most aspect of the cranial space. (b)) Magnification of
the cortical surface illustrating the penetrating arterioles, surrounding perivascular space, underlying pia mater and glia limitans.

Panel » adapted from Iadecola & Nedergaard (2007) and Louveau et al. (2015). (¢) Depiction of the spinal SAS at the lower thoracic
region, T8-T12. The spinal cord is colored in yellow. Nerve roots protrude from the spinal cord and exit the dura membrane (gray
envelope). Arachnoid trabeculae (dark blue) are microscopic features below the threshold for imaging but are illustrated here for context.
(d) An axial plane highlighting the orientation of nerve roots (ye/low) at the thoractic T10 inside the spinal SAS (b/ue). (¢) An axial plane
of the spinal SAS and spinal cord structures: spinal cord gray matter (dark yellow) and white matter (yellow). The three meningeal layers
dura (brown), arachnoid (dark blue), and pia membrane (purple) are indicated. Arachnoid trabeculae are shown as thin dark blue lines.
Abbreviations: CSF, cerebrospinal fluid; SAS, subarachnoid spaces.
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of all major CNS compartments. Motivated by these considerations, this review is organized
around three key topics given their significance: (#) diseases of CSF dynamics, (b)) medical imaging
techniques to visualize flow, and (¢) mathematical models to predict normal and disease conditions.

Section 2 begins with a current view of intracranial dynamics relating the CSF flow to vascular
pulsations. We discuss contradictory evidence regarding bulk flow. Section 3 provides an account
of diseases of CSF dynamics, covering hydrocephalus, syringomyelia, Chiari malformation type 1
(CM1), and pseudotumor cerebri (PTC). Section 4 highlights medical imaging techniques to
observe CSF and blood motion in vivo. Section 5 provides an overview of mathematical models
of CSF dynamics. We review compartmental models, detailed models of intracranial dynamics
and spinal fluid flow, and models of CSF flow in the entire CNS. Section 6 critically assesses the
state of the art. Section 7 concludes with a perspective for future research directions.

2. BACKGROUND ON PHYSIOLOGICAL INTRACRANIAL DYNAMICS

2.1. Cerebrospinal Fluid Motion in the Cranium

The brain and spinal cord are surrounded by CSF, a clear fluid with a density and viscosity close
to water. Its protein content is lower than that of blood plasma (Sakka et al. 2011). It fills the
ventricular system and the cranial and spinal SAS. CSF inside the CNS does not remain stagnant
but pulsates through the lateral ventricles. Imaging studies have confirmed that the cardiac cycle
imposes its pulsatile pattern onto the CSF (Enzmann & Pelc 1993). CSF also flows from the
cranial to the spinal SAS in systole, with flow reversal from the spinal SAS into the cranium in
diastole. A respiratory influence on the CSF oscillations in the aqueduct has also been observed
(Bhadelia et al. 2013, Dreha-Kulaczewski et al. 2015, Kao et al. 2008, Schroth & Klose 1992,
Williams 1981, Yamada et al. 2013).

In addition to the marked flow oscillations with no net flux, there is evidence of a small volumet-
ric bulk component. Fresh CSF is believed to be secreted through the epithelium of the choroid
plexus (Figure 1). Figure 14 shows the two lateral ventricles communicate with the third ventri-
cle, and a thin tubular channel, the aqueduct of Sylvius, connects the third to the fourth ventricle.
Aqueductal flow exhibits strong pulsatility (Wagshul et al. 2011). The foramina of Magendie and
Luschka exit the fourth ventricle into the cerebral SAS at the prepontine area. Because the human
CNS lacks a classical lymphatic system, CSF clearance differs from peripheral extracellular fluid
drainage. CSF is believed to be reabsorbed into the venous system through the arachnoid villi,
protrusions of the arachnoid membrane into the superior sagittal sinus, located at the top of the
head (Figure 1a) or alternatively through nerve paths into the extracranial lymphatic system.
Animal experiments suggest that lymphatic drainage is significant in rodents (Boulton et al. 1999,
Kida et al. 1993) and dogs (Leeds et al. 1989, Mao et al. 2010). Recent findings point toward the
existence of a meningeal lymphatic network in mice (Louveau et al. 2015). However, the extent of
lymphatic drainage in humans is still debated (Johnston et al. 2004, Wagshul & Johnston 2013).
Alternative theories of CSF production and reabsorption question this traditional view (Bulat et al.
2008, Bulat & Klarica 2011, Klarica et al. 2005, 2013; Oreskovi¢ & Klarica 2011). Supported by
dilution experiments in cats, Klarica et al. (2005) proposed the theory that CSF production and
reabsorption occur throughout the parenchyma without a clear bulk component due to choroidal
production or clearance through arachnoid villi.

2.2. Intercellular Fluid Inside the Interstitium

The traditional view also holds thata fraction of CSF is secreted from the brain tissue, in agreement
with Klarica et al.’s theory (Cserr 1971, Milhorat 1969, Milhorat et al. 1971). Intercellular fluid
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(ICF) originating inside the brain percolates through the tortuous extracellular space (ECS) into
the ventricles. ICF transport from inside the parenchyma to the cranial SAS through the pial
membrane (Figure 1) is also possible in principle but has not been verified experimentally. The
classical view of the brain as a sponge (Hakim 1970, Hakim et al. 1976, Penn & Bacus 1984)
has prompted applications of porous media theory to the biomechanics of the brain (Narsilio
etal. 2008, Smith & Humphrey 2007, Tully & Ventikos 2009, Vardakis et al. 2013). Beyond the
limited concept of the brain tissue acting as a passive sponge, new data suggest that the brain
actively regulates the size of the ECS in accordance with metabolic needs (Iadecola & Nedergaard
2007). In addition to the possibility of fluid generation inside the tissue, ICF reabsorption from
the interstitium into the microvasculature has been proposed as a way to interpret brain water
content changes (Penn & Bacus 1984, Penn & Kurtz 1977). Experimental evidence also suggests
the notion of net flow of CSF into the interstitial brain tissue (Penn et al. 2009, 2011). Several
studies show that CSF can exit the ventricles under high pressure (Hodel et al. 2013, Lebret
etal. 2013, Szhle & Eide 2015). Transependymal flow into perivascular spaces may be significant
in hydrocephalus (Hopkins et al. 1977). The role of osmolarity exercising Starling forces needs
to be quantified to determine the amount and directionality of bulk water exchange across the
blood-brain barrier (Buishas et al. 2014). Water exchange from astrocytic endfeet (Figure 15)
into the ECS sparked a growing interest in transmembrane proteins known as aquaporin channels
(Haj-Yasein et al. 2011, MacAulay & Zeuthen 2010, Nedergaard et al. 2003, Papadopoulos &
Verkman 2013, Zeuthen 2010). Despite these developments, a high degree of uncertainty about
the amount, direction, and physiochemical driving forces of interstitial fluid exchange remains.

2.3. Perivascular Intercellular Fluid Transport and Cerebral Lymphatics

Distinct and apart from extracellular movement of ICF, perivascular tracer transport experiments
suggest a separate fluid conduit along arteries (Carare et al. 2008, Hadaczek et al. 2006,
Hutchings & Weller 1986, Iliff et al. 2012, Schley et al. 2006). Arterial walls encompass a
fluid-filled perivascular space between the leptomeninges and the endothelium (Figure 15)
(Weller et al. 1992, Zhang et al. 1990). It has been speculated that systolic arterial expansion also
drives pulsatile motion in perivascular spaces (Iliff et al. 2013), but actual volumetric flow rates of
ICF flux in the perivascular space have so far not been quantified.

2.4. Cerebrospinal Fluid Inside the Spinal Compartment

The textbook picture of meandering CSF flow along the spinal canal is obsolete (Bering 1952,
Greitz 2004), giving way to flow patterns derived from flow velocity measurements acquired in
vivo with cine phase-contrast magnetic resonance imaging (PC MRI). In normal humans, 1-2 mL
of CSF are displaced into the cervical SAS during systole in each cardiac cycle and flow back
into the cranial SAS during diastole. Four-dimensional (4D) magnetic resonance measurements
show a sharp CSF pulse shooting from the prepontine area into the cervical SAS (Bunck et al.
2012). Additionally, flow velocities are higher in the anterior cervical SAS, with concentrated jets
propagating along the cervical region. Enzmann & Pelc (1992) also examined brain and spinal
cord motion in healthy subjects, recording caudal displacements up to 0.5 mm following carotid
systole. They observed tissue motion, suggesting that the entire brain and spinal cord slightly
move up and down in each cardiac cycle.

Craniocaudal flow into the spinal SAS requires concomitant expansions of the fluid-filled
spaces. The systolic CSF inflow into the spinal SAS is believed to be accommodated by the
deformation of the dura membrane, which in turn is enabled by displacement of venous blood or
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the compression of fatty epidural tissue especially in the lumbar region (Marmarou et al. 1975,
Shapiro et al. 1980). PC MRI velocity measurements depict a gradual decline in the CSF stroke
volume when measured at descending locations from the cervical to the lumbar spine. In addition
to volumetric flow rate peak amplitude attenuation, a gradual increment in the phase lag of the
velocity maximum was observed (Wagshul et al. 2006). Measured peak amplitude attenuation and
phase lags were used to infer the volumetric strains responsible for spinal compliance (Tangen
et al. 2015). More precise measurements of the velocity waves and their timing are expected to
localize and quantify the spatial extent of spinal dura deformations.

The spinal CSF flow experiences intricate geometry-induced microflow patterns due to mi-
croanatomical aspects that can be found in the SAS (Figure lc-e). Microanatomical features
causing complex flows include ligaments, nerve roots, trabeculae, meningeal layers, and spinal
white matter and gray matter, which have been carefully characterized by Reina et al. (2002a,b,
2004, 2015). Several groups are beginning to clarify the role of nerve roots on the geometry-
induced CSF flow patterns in the spine (Hettiarachchi et al. 2011, Pahlavian et al. 2014, Stockman
2005, Tangen et al. 2015).

The interaction of CSF with the spinal arteries has been studied by Bilston et al. (2003, 2009).
The possible reabsorption of CSF in the spinal canal has also been investigated (Brodbelt &
Stoodley 2007, Edsbagge et al. 2004, Lorenzo etal. 2015). To date, it appears that the spinal cord
is not a major site for CSF clearance.

2.5. Coupling Between Cerebrospinal Fluid Flow and Cerebral Vasculature

As stated above, the CSF bulk flow due to fresh production and reabsorption is small compared
to its pulsatile component. Pulsatile CSF oscillations are believed to be driven by systolic vascular
dilatation followed by diastolic contraction. Recently, ependymal cilia lining the cerebral ventricles
were shown to influence near-wall CSF flow in mice (Lechtreck et al. 2008, Siyahhan et al. 2014).
To better understand the spatial distribution of the blood-CSF interaction, we briefly give an
account of the cerebral angioarchitecture next.

2.5.1. Cerebral angioarchitecture. Figure 2 provides an overview of the cerebral angioarchitec-
ture. Most of the arterial blood enters the brain through large arteries, which include the internal
carotid as well as two vertebral arteries, which join into the basilar artery. The internal carotid and
basilar arteries discharge into a ring-like structure known as the circle of Willis, which distributes
the cerebral blood flow to three major cerebral arteries in each hemisphere—the anterior cere-
bral artery (ACA), middle cerebral artery (MCA), and posterior cerebral artery (PCA)—each one
supplying a different territory of the cerebral cortex (Figure 2). The largest blood volume enters
through the MCA, supplying the parietal lobe and arteries leading to the choroid plexus, the major
site of CSF secretion. The ACA delivers blood to the frontal lobe and cortical surfaces separating
the cerebral hemispheres (Sylvian and longitudinal fissures). The PCA perfuses the occipital lobe.
The cerebellum is supplied by the side branches of the basilar artery. The main segments of the
ACA, MCA, and PCA branch into smaller vessels along the cortical surface. The microcirculatory
blood supply to the deep cortical layers is described elsewhere (Linninger et al. 2013).

2.5.2. Force interactions. During the normal cardiac cycle, approximately 750 mL of blood are
pumped into the head per minute. The systolic pressure rise inflates arterial blood vessels, thus
augmenting the cerebral blood volume during systole. Because the cranial vault is enclosed by
ossified bone in adults, the vascular expansion of the main arteries traversing CSF-filled spaces
triggers CSF displacement. MRI evidence suggests that the total cerebral blood volume inflates

Linninger et al.



O Basilar artery W Middle cerebral artery
Pressure E Internal carotid artery @ Anterior cerebral artery
Low B High W Posterior cerebral artery

Figure 2

Overview of the human cerebral angioarchitecture reconstructed from subject-specific medical images. (#) Magnetic resonance
angiography capturing the unique features of the vascular tree of a 29-year-old volunteer. () Subject-specific surface meshes extracted
from raw image data through image filtering and reconstruction techniques. Panel # adapted from Hsu et al. (2015). (¢) Rigorous
subject-specific 3D CFD simulation showing the pressure distribution of blood flow through a large portion of the arterial tree. The
massive simulation was made possible by the use of parametric meshes as described in Ghaffari et al. (2015). The symbol key indicates

the territories of the main cerebral arteries.

and deflates in each cardiac cycle by approximately 1-2 mL, the same volumetric amount as there
is CSF exchange between the cranial and spinal SAS (Freund et al. 2001).

In addition to pulsations of the main arteries running along the cortical surface, smaller pene-
trating arterioles or the capillary bed, both of which are embedded inside the cortical tissue, may
also distend. Volumetric dilatation of the microcirculatory structures would need to be transmitted
to the surrounding parenchyma. Brain tissue dilation would in turn have to displace ICF through
the ECS into the ventricular system or produce brain motion, as observed by Enzmann & Pelc
(1992, 1993).

An MRI technique developed by Zhu et al. (2006) permitted the quantification of ventricular
wall motion, which propels CSF flow inside the ventricular system. Two effects might be at work:
For example, vascular volume dilatation could be transmitted from the cortical surface through
brain tissue, whose compression causes ventricular space contraction. Alternatively, ventricular
wall motion could arise from inside the ventricles by systolic expansion of the choroidal arteries,
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such that ventricular walls pulsate against the periventricular ependymal layer. Ventricular dilation
due to choroid expansion was hypothesized in the theoretical model of Linninger et al. (2005) and
measured with cine PC MRI (Zhu et al. 2006).

Alternatively, modest brain compression could be accommodated by ECS reduction. In this
case, continuity demands an exit route for displaced ICF. For this scenario, two routes come to
mind: (#) the displacement of ICF into the ventricles or (4) ICF reabsorption into the capillary bed.
However, water shifts from the ECS to the capillary bed are opposed by strong Starling forces, so
the bulk fluid exchange should be quite limited (Buishas et al. 2014).

In addition to arterial expansion, the compression of the venous system under high pressure
has been hypothesized, which would lead to cross-sectional area deformation, reduction in venous
blood lumen, or even collapse of sections of the venous tree. Greitz et al. (1994) speculated
that the venous system is compressible, especially in patients with high ICP. Accordingly, high
ICPs compress the venous bed mainly in the superior sagittal sinuses (for anatomical details, see
Figure 2). Diminished venous lumen induces feedback that lowers blood flow owing to the hike
in resistance. The possible collapse of vertebral blood flow when the ICP exceeds 30 mmHg, as
well as reduced blood flow occurring in benign cerebral hypertension, supports the notion of a
compressible or collapsible venous bed (Auer & Ishiyama 1986, Bouma et al. 1992, Yada et al.
1973). Abnormal CSF flow is prominent in diseases of the CSF, as described next.

3. DISEASES OF CEREBROSPINAL FLUID DYNAMICS

There are several prominent disease states that represent dyscrasias of CSF dynamics. Some are
based on the straightforward situation of CSF flow obstruction, although there are nuances even
to that simple case. Others are more complicated and entail effects of CSF pulsatility or the
viscoelastic properties of the brain. We summarize below several of the most common syndromes
of abnormal CSF flow dynamics, including clinical manifestations, diagnosis, and management. An
overview of anatomical changes in these diseases is provided in Figure 3. Current open research
questions regarding each disease are also mentioned.

3.1. Hydrocephalus

Hydrocephalus occurs at an incidence of 1:1,000 to 1:500 in the general population in the United
States. It results from an inappropriate volume of CSF in the cerebral ventricles at an inap-
propriate pressure. This definition describes nearly all situations that are commonly considered
hydrocephalus yet excludes other entities, such as PTC (discussed in Section 3.4). The clini-
cal manifestations of hydrocephalus reflect symptoms of increased ICP. This primarily includes
headache and altered mental status. Signs that can be elicited by neurological examination include
papilledema, defects in upgaze due to the enlargement of the third ventricle, balance loss, cogni-
tive loss, and reduced short-term memory (Friedman & Jacobson 2002, Hebb & Cusimano 2001,
Vanneste 2000, Williams et al. 2007). In children, hydrocephalus can lead to enlarged head size;
in the elderly, loss of bladder control can be seen.

The imaging hallmark of hydrocephalus is the enlargement of the cerebral ventricles, with
evidence of inappropriately elevated pressure in the ventricles demonstrated by transependymal
flow of CSF into the periventricular tissues (Hopkins etal. 1977, Leliefeld etal. 2009, Zimmerman
et al. 1986). In some cases, increases in the ventricular volume can be subtle. Research efforts in
hydrocephalus imaging have recently been centered on automated algorithms for determining
changes in the ventricular volume, as well as other imaging modalities that can demonstrate CSF
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Figure 3

Overview of anatomical changes in diseases of intracranial dynamics. (#) Hydrocephalus is characterized by fluid accumulation in the
brain leading to ventricular enlargement. A normal brain (/ef?) is compared to a hydrocephalic brain (right) with increased lateral
ventricles. Panel # adapted courtesy of Laboratory of Implantable Microsystems Research. () Chiari malformation is the result of
herniated cerebellar tonsils that distend into the foramen magnum, obstructing the posterior spinal subarachnoid space. Syringomyelia
is associated with the formation of a syrinx, a fluid-filled cavity in the spinal cord. Panel 4 adapted courtesy of Children’s Neurological
Associates.
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seeking to escape the ventricular system under high pressure (Ambarki et al. 2012; Hodel et al.
2012, 2013; Ishii et al. 2013; Lebret et al. 2013; Szhle & Eide 2015).

The pathophysiology of hydrocephalus is one of either direct obstruction, such as the situation
of aqueduct obstruction, or primary malabsorption of CSF. Treatment of obstruction is through
the removal of the obstructing lesion or through an internal or external bypass of the obstruction
that restores normal CSF flow. The most common cause of hydrocephalus is malabsorption of the
CSF at the level of the arachnoid villi, often after intraventricular hemorrhage of blood into the
ventricles in a newborn, which is treated by shunting of the CSF to an extracranial reabsorptive
surface. These approaches have proven to be lifesaving in a disease that as few as 65 years ago
was uniformly fatal. However, the CSF flow dynamics found after treatment are hard to describe
and are not identical to those found in the normal state. Rigorous fluid dynamic modeling of both
the normal and hydrocephalic state within the ventricles and the SAS (e.g., Table 1) will greatly
assist the design of internal bypass strategies to normalize CSF flow in the setting of obstructive
hydrocephalus. In addition, modeling the nuances of normal CSF flow throughout the ventricular
system to its absorptive surface will greatly inform the design of shunting devices that aim to restore
the CSF dynamics of the normal state. The reconstitution of normal CSF dynamics in the setting
of hydrocephalus represents a fundamental knowledge gap in the treatment of hydrocephalus;
however, that gap will not be bridged until significant progress is made in the understanding of
ventricular CSF secretion, circulation, and reabsorption. The contributions that can be expected
from mathematical models are discussed in Section 5.

3.2. Chiari Malformation Type 1

The Chiari malformations were described in the early 1890s by Hans Chiari in stillborn children
with hindbrain abnormalities. Although four malformations were described, they are unrelated
except for their anatomic location in the posterior fossa and their involvement with the cerebellum
and brainstem. CM1 is the least complicated of those malformations, although it is accompanied by
a clinical syndrome that is the least understood. A simple definition of CM1 is the extension of the
cerebellar tonsils below the level of the foramen magnum into the cervical SAS. The herniation of
the cerebellar tonsils outside of the cranial vault disrupts CSF flow in a variety of ways, from frank
obstruction of CSF flow out of the foramen of Magendie to subtle decreases in both the flow and
pulsatility of the CSF within the cranial vault. Anatomical positions and disease characteristics
are shown in Figure 3. In this situation, various symptoms can occur, although their specific
etiological bases are poorly understood.

The hallmark clinical syndrome that accompanies CM1 is an occipital headache that occurs
with tussive maneuvers, including coughing or sneezing. Other symptoms can include chronic
headache, pain, or other sensory changes in the nape of the neck, the shoulders, or the upper
extremities (George & Higginbotham 2011, Nash et al. 2001). Symptoms related to compression
of the brainstem in the posterior fossa include dysphagia, apnea, syncope during times of exertion
(termed a Chiari dropping attack), and the presence of a syrinx, as described in Section 3.3. How
these symptoms relate to the cerebellar herniation and other classical manifestations of this syn-
drome, which can include a decrease in the size of the posterior fossa and other bony abnormalities,
remains elusive. The incidence of CM1 in the population is estimated at approximately 1:1,200 in
the United States. In general, the belief among clinicians is that the majority of people born with
cerebellar tonsillar herniation are asymptomatic. The hallmark of the diagnosis of CM1 is MRI
of the cerebellar tonsils and the posterior fossa showing tonsillar herniation without any other
anatomical abnormalities of the brain. Initial management of CM1 is medical treatment of sensory
symptoms such as headache or painful paresthesia. There is no specific medical treatment for the
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Table 1 Compilation of studies on abnormal CSF dynamics in CNS diseases

Reference

Description

Hydrocephalus

Balédent et al. (2004)

Used MRI to measure cerebral blood and CSF flow in communicating HC and healthy subjects.
Found increase in CSF ventricle flush in HC patients due to venous compression.

Linninger et al. (2005)

Used a fluid-structure interaction model of ventricular CSE spaces to predict flow, pressure values,
and parenchyma deformation. Canine experiments measured pressure and found no transmural
pressure gradients for hydrocephalic animals.

Linninger et al. (2007)

Measured CSF velocity by MRI in healthy and HC patients. Reconstructed 3D models and
simulated CSF flow and ICP increase in HC patients.

Petrella et al. (2008)

Measured CSF parameters before and after shunting for normal NPH patients. Performed
infusion studies to investigate compliance reserve.

Linninger et al. (2009b)

Dynamically predicted realistic phase lags between the arterial and venous blood vessels, and CSF
motion in the ventricles with oscillatory CSF displacement between cranial and spinal SAS.
Demonstrated a measured and predicted increase of aqueduct CSF pulsatility and lower
prepontine flows in HC compared to normal patients.

Thully & Ventikos (2009)

Coupled poroelastic and CFD solvers to model effect of aqueduct stenosis on ventricular dilation
with pulsatile flow. Predicted pressure drop and magnitude of tissue dilation.

Sweetman et al. (2011)

With cine PC MRI, measured CSF velocity in ventricular system for normal and HC patients.
Velocity measurements validated model predictions. Predicted small transmantle pressure
gradients.

Qvarlander et al. (2013)

Examined CSF dynamics in normal pressure hydrocephalus, specifically the pulse amplitude of the
ICP pulsations during a compliance test. Concluded that pulsatility and compliance changes are
primary aspects governing CSF dynamics in hydrocephalus.

Chiari malformation type 1

Armonda et al. (1994)

Imaged Chiari and surgical revision patients with cine MRI. Demonstrated that tonsillar
herniation obstructed CSF flow, decreased velocity, and reduced caudal flow duration compared
to normal subjects. Postsurgical CSF flow parameters returned to control levels.

McGirt et al. (2005)

Measured CSF flow in Chiari patients with incidence of headache. Found that occipital headaches
have tenfold greater incidence of obstructed CSF flow and eightfold greater occurrence of
tonsillar descent than frontal/general headaches.

Shah et al. (2011)

Conducted an expanded MRI study of Chiari patients from the craniovertebral junction to include
upper cervical SAS due to CFD predictions of increased CSF velocity. Peak velocity measured at
C4 spine.

Rutkowska et al. (2012)

Measured CSF velocity in the cervical SAS by MRI for Chiari patients, craniovertebral
decompression patients, and healthy subjects. CFD simulations performed on reconstructed
models predicted higher velocity for Chiari patients, which returned to control levels following
surgery. This is in good agreement with MRI.

Cousins & Haughton (2009)

Compared cerebellar tonsil motion in healthy subjects with Chiari patients and found that
pathological cases have 33% larger extent of movement, values ranging from 0.43 to 0.61 mm.

Pahlavian et al. (2014)

Imaged normal and diseased subjects with MRI for reconstruction of SAS with 4D MRI flow
measurements. CFD simulation performed with and without microanatomical structures’

concluded that microanatomical structures lead to formation of vortices facilitating mixture of
CSF.

(Continued)
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Table 1 (Continued)

Reference Description
Syringomyelia
Chang & Nakagawa (2003) Studied wave propagation along spine using electric circuit model of CSF spaces. Hypothesized

that the cisterna magna acts as a shock absorber; therefore, reduced CSF space by tonsillar
herniation leads to syrinx formation.

Martin et al. (2005)

Reconstructed an in vitro model using MRI to examine the hydrodynamics of SAS with
syringomyelia.

Struck & Haughton (2009)

Measured CSF velocity at foramen magnum in patients with IS. Found that IS patients presented
with increased peak systolic CSF velocities and flow jets.

Koyanagi & Houkin (2010)

Reviewed theories and evidence of syrinx formation. Proposed that, in addition to CSF flow
mechanisms, lower extracellular fluid adsorption as a function of reduced spinal vein and spinal
SAS compliance can lead to syrinx formation.

Bilston et al. (2009)

Utilized a CFD model to predict impact of spinal arterial pulse wave timing and CSF pressure on
CSF flow. Indicated that pressure wave timing influences CSF flow from SAS to PVS.

PTC

Karahalios et al. (1996)

Observed 10 PTC patients (five with dural venous outflow obstruction and with five normal
outflow). Found that all pressure measurements were elevated.

Levine (2000)

Proposed a cranial model of porous parenchyma containing blood vessels, an internal ventricular
cavity, and cranial SAS to test PT'C and CSF adsorption.

Abbreviations: CFD, computational fluid dynamics; CNS, central nervous system; CSF, cerebrospinal fluid; HC, hydrocephalic; ICP, intracranial

pressure; IS, idiopathic syringomyelia; MRI, magnetic resonance imaging; NPH, normal pressure hydrocephalus; PC MRI, phase-contrast magnetic

resonance imaging; PTC, psuedotumor cerebri; PVS, periventricular space; SAS, subarachnoid spaces.

problems of apnea, aspiration, or Chiari dropping attacks, all of which constitute indications for

surgical treatment. The surgical treatment of CM1 generally includes a bony decompression or

enlargement of the posterior fossa, which is often accompanied by an expansive duraplasty for fur-

ther enlargement of the craniocervical junction SAS. Many surgeons who commonly treat Chiari

malformations will also explore the SAS at the level of the foramen magnum to ascertain that CSF

flow out of the fourth ventricle is unimpeded by the cerebellar tonsils, by any other arachnoid

scarring, or by the presence of a retained rhomboid roof (see Figure 3).

Many models of the normal flow of CSF in and around the foramen of Magendie and the

foramen magnum have been developed to explain the abnormal CSF dynamics found in symp-
tomatic CM1 (see Table 1). None of these models as yet has been fully satisfying in explaining the
abnormality. That being said, as the modeling of this CSF dyscrasia becomes more sophisticated,

that data will better inform the choice of treatment based on individual patient manifestations
of the CSF flow disturbances. This begs the question of how normality can be restored to CSF
dynamics at the skull base without a clear understanding of these dynamics in the normal state.

3.3. Syringomyelia

Syringomyelia has been defined in several ways over many decades. One durable definition has

been a dilatation of the central canal of the spinal cord owing to obstruction of flow within

the spinal cord or the surrounding SAS (Figure 3). Given its simplicity, this definition neglects

the ongoing debate regarding the dynamics of CSF production and flow dynamics in the spinal

cord under normal circumstances (Hladky & Barrand 2014). The incidence of syringomyelia is

unknown in the population as it is most commonly associated with Chiari malformations although
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is also associated with trauma to the spinal cord, tumors of the spinal cord, or an idiopathic state
with no demonstrable cause. The clinical presentation of syringomyelia is that of an expansile
mass within the spinal cord that is centrally located (Aubin et al. 1981, Cahan & Bentson 1982).
The syrinx can cause the stretching of sensory fibers located near the central canal, leading to
a pain syndrome or numbness. As the fluid within the spinal cord expands, further spinal cord
malfunction occurs, which can affect motor function below the level of the lesion.

The management of syringomyelia is generally surgical and includes an approach to correcting
the etiology of the syrinx, decompression of CM1 for Chiari-associated syrinx, or the removal of a
CSF-obstructing spinal cord tumor. The specifics of the CSF dynamics that lead to the formation
of a syrinx in any of the etiological settings mentioned above are still not entirely understood. It
is this lack of understanding that hampers the design and implementation of uniformly successful
surgical approaches. Oftentimes, the restoration of a patent SAS in a syringomyelic segment of the
spinal cord will resolve the syrinx. Decompression surgery of CM1 that is associated with a syrinx
is the most reliable treatment for Chiari-associated syringomyelia, although the specifics of what
aspect of the Chiari decompression leads to syrinx resolution are not agreed on. Free outflow of
CSF through the foramen of Magendie or changes in the CSF pressure gradient in and around the
cisterna magna have been suggested. Both theoretical and mechanical models of syringomyelia
have been constructed, as seen in the examples in Table 1. Through these models, it is possible to
predict some factors that mightlead to syrinx formation. However, there still remains a knowledge
gap between current models and the physiological situation found in a symptomatic syrinx. Open
research questions regarding syrinx are similar to those described in nearly all of the CSF clinical
dyscrasias: How can an abnormal state of CSF dynamics be modeled when so little is known about
the normal state?

3.4. Pseudotumor Cerebri, Idiopathic Intracranial Hypertension,
and Benign Intracranial Hypertension

Pseudotumor cerebri (PTC), also known as idiopathic intracranial hypertension and benign in-
tracranial hypertension, is a syndrome with symptoms that include headache, elevated CSF pres-
sure, and other manifestations of increased ICP, including papilledema. This syndrome was de-
scribed before any sophisticated imaging of the nervous system existed, and its name is based on
the expectation of a tumor within the cranial vault causing increased pressure; when no lesion
was found, the term pseudotumor was applied. Although now obsolete, this name is applied to a
variety of situations of idiopathic increases in CSF pressure without mass lesion, obstruction, or
increase in the size of the ventricles.

The clinical manifestations of this syndrome include headache, visual disturbances, and no
specific abnormality on brain or spine imaging. Management of the syndrome generally includes
treatment of the cause (if known), such as obesity, or medical reduction in CSF production through
the use of diuretics (Johnson et al. 1998). Failure of medical management leads to the use of
a CSF shunting device that mechanically lowers the CSF pressures, relieving the symptoms,
which are related entirely to the elevated CSF pressure. However, placement and maintenance
of the shunting devices within the context of the very obese can be quite difficult. Oftentimes
the syndrome in the morbidly obese is not treatable. The specific nuances of CSF dynamics that
lead to PTC are poorly understood but may include systemic venous hypertension, mild CSF
malabsorption (observed in PTC associated with Chiari malformations), or deleterious effects on
arachnoid villi CSF reabsorption caused by toxin administration.

Modeling the dynamic relationships of the CNS, such as the pressure between the vasculature,
brain parenchyma, and CSF spaces or imbalances between production and absorption of CSF,
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could provide insight to the etiology of this condition (Linninger et al. 2009¢). Models derived
to aid in the understanding of PT'C symptoms could significantly impact treatment development.
However, the open questions for study within this field remain similar to those of the other
clinical CSF dyscrasias: How can we improve our understanding of the etiological nuances of the
syndrome?

In summary, better management strategies for diseases of intracranial dynamics should be
derived from more quantitative knowledge about CSF flow. We next review the state of the art of
CSF flow analysis using medical imaging to observe CSF flow in vivo (Section 4) and computer
models to quantify forces, deformations, and fluid exchange (Section 5).

4. IN VIVO QUANTIFICATION OF CEREBROSPINAL FLUID DYNAMICS

Medical images open a window into the highly interconnected intracranial compartments in nor-
mal and disease states. The imaging modalities for blood and CSF flow measurements in normal
and diseased states are reviewed in this section.

4.1. Acquisition of Brain and Spine Anatomy

CSF has long TE and TR values and exhibits dark signals in T1-weighted images and bright
signals in T2-weighted images in MRI. T2-weighted images are widely used for clinical diagnosis
of CSF-related diseases, including hydrocephalus and aqueduct stenosis (Algin & Turkbey 2012,
Battal et al. 2011, Mbonane & Andronikou 2013, Ucar etal. 2015). Besides clinical diagnosis, T'1-
weighted images are commonly used in image segmentation for constructing models of cerebral
structures, including the CSF space, gray matter, and white matter. Multiple groups have proposed
automatic or semiautomatic image processing algorithms for segmentation of the CSF space
(Attique et al. 2012, Ferndndez et al. 2011, Hsu et al. 2015, Lemieux et al. 2003). The CSF space
from the head to the sacral region can be acquired by performing multiple imaging series and image
post-processing techniques, such as image mosaicking (Herndndez-Mier et al. 2010, Pandey &
Pati 2014, Wachinger et al. 2008). CSF flow measurements require a different imaging protocol.

4.2. Cine Phase-Contrast Magnetic Resonance Imaging for Flow Measurements

Quantitative CSF flow is measured by PC MRI (Kapsalaki et al. 2012, Lee et al. 2004), which uses
a velocity encoding (VENC) gradient to generate signal contrast between flowing and stationary
hydrogen atoms. VENC introduces two opposite phase stimulation gradients to the hydrogen. For
stationary hydrogen atoms, the net phase is zero, and therefore, the signal is cancelled. For moving
hydrogen atoms, such as those in flowing blood or CSF, their positional change produces nonzero
net phase, resulting in a signal. Before PC MRI data are acquired, the user must estimate the
maximum velocity for optimal data acquisition. The CSF flow velocity should be equal, or slightly
less than the maximum velocity set in VENC. Velocities greater than VENC produce aliasing
artifacts, and velocities much smaller than VENC result in weak signals. Typically, a VENC value
for standard CSF flow imaging is 5—-8 cm/s (Alperin etal. 2005, Uftring etal. 2000, Wentland et al.
2010, Yoshida et al. 2009). Cardiac gating, which synchronizes MRI acquisition with the cardiac
cycle, can enhance the sensitivity in pulsatile CSF measurements (Bergstrand et al. 1985, Bhadelia
et al. 1995, Nitz et al. 1992). It can be performed with an electrocardiogram by two different
methods: prospective gating and retrospective gating. In prospective gating, the image acquisition
is triggered by the R wave via the electrocardiogram. In retrospective gating, the R wave is tracked
by computer, and the data are acquired throughout the cardiac cycle. More accurate results can
be obtained with retrospective gating than with prospective gating (Nitz et al. 1992).
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4.3. Quantification of Blood Flow

Besides CSF flow, PC MRI is also used for blood flow measurements or quantitative magnetic
resonance angiography (Brisman et al. 2012, Ducoffe et al. 2012, Prabhakaran et al. 2009), which
uses time-of-flight pulse sequences and PC MRI to visualize extracranial and intracranial vascular
anatomy and measure volumetric blood flow. Typically, the VENC for cerebral arteries is 60—
80 cm/s (Ozsarlak et al. 2004, Reimer & Boos 1999, Ross et al. 1993). In addition to velocity
measurements, the volumetric flow rate can also be acquired using commercial software. NOVA
from VasSol, Inc., provides volumetric flow rates, waveforms, velocity, and flow direction (Esfahani
et al. 2014, Navarro et al. 2014, Zhao et al. 2007). A typical NOVA report interface is shown in
Figure 4. Cerebral blood flow measurements have been shown to be a valuable guide for planning
and outcome assessments of cerebrovascular interventions (Amin-Hanjani et al. 2007, Bauer et al.

2009, Charbel et al. 2004).

4.4. Quantification of Cerebrospinal Fluid Flow Phase-Contrast
Magnetic Resonance Imaging

Compared to blood flow measurements, CSF flow measurements are less accurate because of its
smaller magnitude and reversal in flow direction. CSF spaces also do not conform to the near-
cylindrical shapes of cerebral blood vessels, which complicates the determination of perpendicular
planes needed in volumetric flow measurements. These difficulties diminish the precision in CSF
flow measurements (Stalder et al. 2008, Taviani et al. 2010, Wentland et al. 2010). Moreover, the
long stretch from the head to the sacral region makes it tedious to measure CSF flow throughout
the neuronal axis.

4.5. 4D Magnetic Resonance Imaging

Because of limitations of point velocity measurements by PC MRI, researchers have begun to de-
ploy volumetric acquisition protocols with cardiac-gated PC MRI, also known as 4D MRI (Bunck
etal. 2011, 2012). Two approaches are investigated in 4D MRI development: fast 3D MRI to ac-
quire volumetric images in real time and fast 2D MRI to acquire images from all respiratory phases
continuously and retrospectively sort these images. The first approach is typically accomplished
with parallel imaging and echo-sharing techniques. However, current hardware and software fail
to acquire high-resolution 4D image sets. The typical temporal resolution of real-time 4D MRI
is greater than 1 s, and the voxel size is 4 mm (Markl et al. 2003). Overall, the image quality of
real-time 4D MRI is low given the lack of spatial resolution. The loss of image quality can be
partially compensated for by coregistration with high-quality reference images. The second ap-
proach requires a respiratory surrogate to monitor patient motion during image acquisition (Cai
etal. 2011). Compared to real-time 4D MRI, the image quality is improved, motion artifacts are
largely reduced given the fast image acquisition, and the voxel size is smaller with increased spatial
resolution. Disadvantages of this technique include a longer acquisition time as every other image
is acquired purely for sorting purposes.

4.6. Perspective on Current Developments and Future Directions
in Cerebrospinal Fluid Flow Quantification

Current developments in CSF measurements using MRI involve imaging sequence design for
faster acquisition and finer resolution. Contrast-enhanced MRI using gadolinium as a biomarker
is also used for better highlighting of transport phenomena (Ragheb et al. 2014, Tumani et al.
2008, Vanopdenbosch et al. 2011). Other imaging techniques can provide additional information
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Figure 4

Cerebral blood flow measurements (NOVA, VasSol, Inc.) using time of flight for 3D acquisition of the cerebral vasculature and phase-
contrast magnetic resonance angiography for blood flow measurement in major cerebral arteries (zop). Pulsatile volumetric flow rates in
the main cerebral arteries are shown on the bottom. Figure adapted from Zhao et al. (2007). Abbreviations: BA, basilar artery; LACA,
left anterior cerebral artery; LICA, left internal carotid artery; LMCA, left middle cerebral artery; LPCA, left posterior cerebral artery;
RACA, right anterior cerebral artery; RICA, right internal carotid artery; RMCA, right middle cerebral artery; RPCA, right posterior

cerebral artery.

to monitor CSF dynamics, such as tracking radiolabeled tracer distributions using positron
emission tomography. Positron emission tomography-computed tomography can facilitate the
measurement of drug distribution, which is driven by CSF pulsatility following intrathecal
injection (Papisov et al. 2012).
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5. MATHEMATICAL MODELS OF NORMAL AND PATHOLOGICAL
CEREBROSPINAL FLUID DYNAMICS

This section reviews computational models for CSF flow in the cranium, spine, and closed
models for the entire CNS. The section is organized into the following subsections: intracranial
models (Section 5.1), spinal flow models (Section 5.2), and models of CSF flow for the entire
CNS (Section 5.3). Experimental benchtop models to validate computer predictions are discussed
in Section 5.4. A brief overview of the computational model studies is provided in Table 2.

5.1. Compartmental Models of Intracranial Dynamics

Compartmental models pose balance equations for pulsatile volumetric deformations and com-
partmental pressures, fluid exchange, and bulk flows to quantify system interactions among CSF
flow, blood, and nervous tissue. Momentum equations are often simplified with the Hagen-
Poiseuille law of viscous fluid friction as in an idealized resistor. The fluid-structure interaction
(FSI) is expressed as a pressure-dependent ideal capacitor. Viscous dissipation is often neglected
or enters as velocity-dependent dampening.

The fluid and momentum exchange of intracranial dynamics was explored in a series of papers
with an emphasis on the relationship between pulsatile cerebral blood flow and dynamic CSF
motion (Cohen et al. 2009, Egnor et al. 2001, Sivaloganathan et al. 1998, Zagzoule & Marc-
Vergnes 1986). Sorek et al. (1988a,b, 1989) introduced a cerebrovascular system with CSF, blood,
and a deformable brain parenchyma. They calculated the amplitude and timing of volumetric
expansion, ICPs, and volumetric fluid exchange as functions of arterial blood pressure pulsations.
Stevens & Lakin (2000) incorporated the effect of interventricular fluid infusion on the ICP in
Sorek et al.’s model. The spinal SAS was missing in both approaches; thus, the role of spinal
compliance was not addressed.

Linninger et al. (2005) created a dynamic model of the ventricular system to test the hypothesis
that choroid plexus expansion drives CSF flow in this system. Later extensions incorporated the
entire CNS with full interaction of the expanding vasculature, the brain parenchyma, the ventric-
ular system, and a compliant spine (Linninger et al. 2009¢). Sample figures of three computational
models are shown in Figure 5.

Compartmental models compute the net fluid exchange among compartments needed to set
suitable boundary conditions in spatially distributed fluid dynamic (CFD) models. CFD can sim-
ulate CSF flow patterns consistent with biomechanical principles such as the Navier-Stokes equa-
tions, porous media flow, and the FSI of fluid flow within distensible boundaries.

Early CFD approaches aimed at predicting the CSF flow in short open sections of the ven-
tricular systems. Jacobson et al. (1996) compared the flow through an hourglass-shaped cylinder,
approximating the aqueduct, at steady and pulsatile conditions. They concluded that a pressure
drop of only 1.1 Pa was necessary to drive CSF flow through the aqueduct. Haslam & Zamir (1998)
developed analytical solutions for pulsatile flow in tubes with an elliptic cross section representing
the aqueduct. Kurtcuoglu et al. (2005a,b) investigated the flow in an open model of the aqueduct
and the third ventricle of normal and hydrocephalic patients initially with idealized geometries;
they then repeated the computations using geometries reconstructed from anatomical models.
Choroid CSF production was set, and the pressure and pulsatile pressure boundary conditions in
the lateral ventricle and the foramen of Magendie were specified to achieve the desired flow rates.
All tissue boundaries except for the third ventricle were assumed rigid. Linninger et al. (2005)
performed a 2D simulation of the CSF flow though the lateral ventricles, aqueduct, and third and
fourth ventricles. Hadzri et al. (2011) predicted CSF flow through the third ventricle and normal
and stenosed aqueducts.
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Table 2 Overview of CFD model approaches to CSF dynamics in the CNS

Experimental
Reference Focus of study Microanatomy Domain validation
Global models of the CNS
Tangen etal. Studied impact of spinal microanatomy on Trabeculae, 3D CNS PC MRI
(2015) complex flow profiles and on drug dispersion. nerve roots
Hsu etal. (2012) Quantified effect of CSF pulsations on Nerve roots 2D CNS Cine MRI
drug-distribution rate and spread.
Howden et al. Examined pulsatile ventricles and rigid spinal Trabeculae, 3D CNS NA
(2011) SAS and predicted CSF peak velocity porous
magnitude.
Sweetman & Predicted CSF flow fields in entire CNS with None 3D CNS PC MRI
Linninger (2010) pulsatile boundaries.
Cranial models
Buishas et al. Predicted water transport between the None Compartmental model | None
(2014) compartments of the cranial vault, cranial SAS, cerebral
parenchyma, vasculature, and CSF as driven by vasculature, and ECS
osmotic pressure and Starling forces.
Sweetman & Compared healthy and hydrocephalic model None 3D cranial SAS PC MRI
Linninger (2011) with FSI to measured data.
Hadzri etal. 2011) | Predicted CSF flow and pressure in normal and | None Third ventricle, NA
stenosed aqueduct. aqueduct
Gupta et al. (2010) | Predicted velocity and pressure distributions in | Trabeculae, Cranial SAS PC MRI
the cranial SAS. porous
Linninger et al. Compared healthy and hydrocephalic MRI data | None Cranial SAS PC MRI
(2009b) to simulated CSF velocity values; predicted
resorption influence on ventricular
enlargement.
Kurtcuoglu et al. Made subject-specific CSF flow predictions and | None Third ventricle, MRI velocity
(2007) examined aqueduct flow jet and recirculation. aqueduct
Linninger et al. Predicted CSF flow patterns and pressure None Cranial SAS, porous MRI velocity
(2007) gradients in healthy and hydrocephalus parenchyma
patients for CSF spaces and porous brain
parenchyma.
Kurtcuoglu et al. Predicted CSF flow in simplified ventricular None Ventricles MRI velocity
(2005a) geometries.
Linninger et al. Quantified pulsatile CSF and approximate None Ventricles Canine ICP
(2005) parenchyma deformation. and human
PC MRI
Haslam & Zamir Examined pulsatile flow in elliptical cross None Simple ellipse NA
(1998) sections.
Jacobson et al. Computed pressure drop in an hourglass None Simple cylinder NA
(1996) cylinder to predict pressure drop.
(Continued)
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Table 2 (Continued)

Experimental
Reference Focus of study Microanatomy Domain validation
Spinal models
Pahlavian et al. Assessed impact of nerve roots and denticulate Nerve roots, Cervical 4D PC MRI
(2014) ligaments on CSF flow patterns. denticulate
ligaments
Cheng et al. 2014) | Predicted effect of FSI of spinal cord on fluid None Cervical PC MRI
flow.
Yiallourou et al. Compared 4D MRI flow profiles with None Cervical 4D PC MRI
(2012) subject-specific CFD.
Rutkowska et al. Assessed cyclic CSF flow in Chiari patients None Cervical PC MRI
(2012) before and after decompression surgery.
Gupta et al. (2009) | Predicted pressure and flow profiles for full Trabeculae, Craniocervical MRI velocity
cardiac cycle and observed no net flow. porous
Roldan et al. Compared flow profiles in Chiari patient and None Cervical 2D PC MRI
(2009) healthy subject.
Linge etal. 2010) | Predicted spatial CSF velocities for the full None Craniocervical PC MRI
cardiac cycle.
Stockman (2007) Studied impact of microanatomy on flow Trabeculae, Annular model of MRI-derived
patterns with lattice Boltzmann simulations. nerve roots spine flow profile
Loth et al. (2000) Studied flow in short segments of the spine and | None Axial segments MRI peak
impact of annular geometric variation. velocity

Domains are subject specific, unless otherwise noted. Abbreviations: CFD, computational fluid dynamics; CNS, central nervous system; CSF,

cerebrospinal fluid; ECS, extracellular space; FSI, fluid-structure interaction; ICP, intracranial pressure; MRI, magnetic resonance imaging; NA, not

available; PC MRI, phase-contrast magnetic resonance imaging; SAS, subarachnoid spaces.

In FSI models, deformable boundaries aim to incorporate vascular coupling between blood and
CSF flow. CSF flow simulations were performed in an open ventricular system and incorporated
brain motion by specifying the explicit boundary grid motion of each node belonging to the third
ventricle and aqueduct (Kurtcuoglu et al. 2007). Linninger et al. (2007) presented a closed model
of the CNS with FSI in which the timing of the expanding vasculature was gated with blood flow
measured in the basilar artery. The volumetric strain of the vascular expansion was transmitted
through a deformable parenchyma to the ventricular system, with the moving walls of the choroid
plexus and periventricular areas setting in motion pulsatile CSF flow. Comparison with magnetic
resonance measurements showed that the proposed FSI model was able to predict global flow
patterns equally well as those currently available from medical imaging. The model also predicted
ICF diffusion through the ECS of the poroelastic parenchyma. Sweetman et al. (2011) presented
a 3D FSI model for CSF in the ventricular system and the cranial SAS with subject-specific
geometry for hydrocephalic and healthy subjects. The predictions compared well to MRI velocity
measurements.

5.2. Cerebrospinal Fluid Flow Models in the Spine

Earlier models of CSF flow in the spine concerned small sections of the CNS with idealized
geometries. Loth et al. (2000) studied the CSF flow for separate short segments along the spine.
By adjusting the boundary conditions for each segment, the authors solved the equations of
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Figure 5

The computational domain of three computational models of intracranial dynamics. (z) 3D subject-specific simulation of CSF flow
dynamics in the full cranial and spinal SAS are shown with pressure streamlines at peak systole and peak diastole. Additionally, a
magnified view of the cranial vault and ventricles shows the pressure distribution in LV, 3V, 4V, Aq, and prepontine area during peak
systole and diastole. Panel # adapted from Tangen et al. (2015). () A compartmental model of central nervous system dynamics
comprising three main components: the ventricular system, the cerebral and spinal SAS, and the parenchyma. Panel & taken with
permission from Linninger et al. (2009¢). () A network model for water transport in the cranial vault between blood-tissue, tissue-CSF,
and CSF-blood. The model examines the effect of osmolarity and Starling forces on fluid flow between compartments of the central
nervous system. Panel ¢ adapted from Buishas et al. (2014). Abbreviations: 3V, third ventricle; 4V, fourth ventricle; Al, arterioles; Aq,
aqueduct; Ar, arteries; BBB, blood-brain barrier; cAr, cerebral artery; Cp, capillaries; CSF, cerebrospinal fluid; ECS, extracellular space;
JV, jugular vein; LV, lateral ventricle; SAS, subarachnoid spaces; V, veins; VI, venules; vSinus, venous sinus.
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Figure 6

Summary of cerebrospinal fluid flow parameters in the human spine predicted by computational fluid dynamic models. Blue boxes
represent the data range, and black points represent the average value; red arrows indicate data values that extend beyond range.

CSF motion in 1-cm-long sections of the spinal SAS and compared the computed fields inside
the annular shapes to flow measurements. A comparative list of CSF flow measurements and
predictions in the spine found in the open literature is presented in Figure 6. Gupta et al. (2008)
derived analytical solutions of the fluid flow and pressure drop for a straight elliptical annulus.
Linge et al. (2010) solved 3D CSF flow in the craniovertebral junction and cervical spine to
predict spatial CSF velocities in each cardiac cycle.

Other approaches used medical image reconstruction to represent subject-specific anatomical
spaces to enhance model fidelity. Supplemental Table 1 gives a summary of software tools for
image reconstruction and CFD simulations (follow the Supplemental Material link from the An-
nual Reviews home page at http://www.annualreviews.org). Roldan et al. (2009) reconstructed
cervical spinal SAS segments for healthy subjects and Chiari patients and found high-velocity jets
in the Chiari subjects. Rutkowska et al. (2012) simulated CSF flow velocities for an open cervical
spine segment for healthy subjects and Chiari patients. They determined that peak CSF velocities,
pressure gradients, and the duration of bidirectional flow increase in the pathological state.
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Cheng et al. (2014) reconstructed a patient-specific model for an open section of cervical and
thoracic SAS. The dural surface was assumed rigid; the pial surface models were deformed by
exchanging the displacement at each time step between the fluid solver and the solid spinal cord
(see Figure 1 for anatomical features). The authors concluded that the pial deformations had a
negligible impact on the CSF velocity and pressure profiles.

Yiallourou et al. (2012) also compared 4D MRI flow measurements in a normal subject and
patients suffering from CM1 with a CFD model of an open, rigid cervical spine segment. They
achieved a poor match between their CFD predictions and measured 4D MRI data and attributed
this shortcoming to the lack of microanatomical features in their model.

The spinal SAS contains microanatomical aspects, including nerve roots, ligaments, and tra-
beculae. These aspects interfere with the CSF flow in the SAS. It is known that microanatomical
aspects in the spinal canal may substantially affect CSF patterns, yet their actual impact on flow
resistance has not been quantified. Haller & Low (1971) also showed that the spinal microanatomy
induces complex mixing eddies. Because the length scale of microanatomical aspects is below med-
ical image resolution, computational analysis is a useful tool to assess their effects of microfluid
patterns and flow resistance.

Based on the same data as used by Yiallourou et al. (2012), Pahlavian et al. (2014) studied the
influence of nerve roots on CSF flow by adding artificial nerve pairs to a section of the cervical
spine modeled as a open, rigid annular space. The CFD simulation results indicated that nerve
roots increased peak velocities and prolonged the duration of bidirectional flow.

Stockman (2005, 2007) studied the impact of nerve roots and trabeculae on convective flow with
lattice Boltzmann simulations in idealized cylindrical spine models. He concluded that regularly
spaced trabeculae had a limited impact on global flow patterns; however, he noted that his study
did not address complex trabeculae formations as they occur in the spinal anatomy. Gupta et al.
(2009) also studied the effect of microanatomical aspects on flow resistance computationally. Based
on a simulated porous model of the cerebellomedullary cistern and the spinal SAS, they concluded
that the subresolution microstructure density and radius can triple the pressure drop in CSF flow.
The authors proposed the addition of an anisotropic friction term to the fluid flow equations. The
porous-medium adaptation then increased the flow resistance as expected.

Recently, Tangen et al. (2015) presented a novel computational meshing approach to quantify
the contribution of microanatomical aspects on CSF flow patterns and flow resistance within the
entire CNS. Cranial and spinal CSF-filled compartments were reconstructed from human imaging
data, including nerve roots up to the limit of imaging resolution; microscopic trabeculae below
the image-detection threshold were added artificially. CSF pulsations were enforced through
the deformation of the parenchyma and lateral ventricle. Spinal compliance was incorporated
by explicit boundary deformations. The timing and extent of the spinal deformations for the
cervical to the sacral regions were inferred from the phase lag and attenuation of the velocity
peak amplitude of CSF velocity fields acquired with cine MRI in a volunteer. Volumetric flow
profiles were matched at three spinal levels with measured MRI values. The CSF flow fields and
the microcirculatory-induced flow patterns were computed using massive parallelization on the
Blacklight supercomputer.

A significant outcome of Tangen etal.’s (2015) study was the demonstration that microanatom-
ical aspects generate geometry-induced flow patterns. Figure 7 shows the microanatomy-induced
fluid patterns in a C4-C6 section of the spinal SAS. The unique properties of geometry-induced
flow patterns have been described previously in engineering systems (Mackley & Ni 1991, Piot &
Tavoularis 2011). Nerve roots also generate complex vortices, but more importantly, spinal trabec-
ulae were found to induce regions of microcirculation, with their location, size, and vorticity along
the spine characterized. Tangen et al.’s (2015) CFD study also suggested a 2—2.5-fold increase in
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No trabeculae:
nerve roots disrupt normal CSF flow

500 trabeculae per cm3:
trabecular obstruction of CSF flow induces vortices

Trabecular cylinders

Figure 7

Rigorous computation fluid dynamics simulations showing the effect of microanatomical features on cerebrospinal fluid (CSF) flow
patterns in the spine. (#—) Results in a 5-cm-long segment at the C4—C6 cervical region with nerve roots but no trabeculae. Velocity
streamlines reveal that nerve roots disrupt the otherwise laminar CSF flow profiles and introduce regions of circular flow in the vicinity
of the nerves. (d—f) Simulation results in the same cervical spine segment with about 500 trabeculae per centimeter. Here, the fluid
domain is obstructed by thin trabeculae cylinders (black streaks in e and f). This model requires a massive mesh of 54 million elements to
resolve the flow field around microscopic trabeculae and nerve roots. The induction of vortices around trabeculae is shown with
increasing magnification in panels ¢ and f. Figure adapted from Tangen et al. (2015).

the pressure drop mainly owing to arachnoid trabeculae. Microanatomy-induced fluid patterns
coupled with the asymmetric CSF pulsatile waveform were found to be responsible for the rapid
caudocranial spread of an intrathecally administered drug. The speed of rostral drug dispersion is
drastically accelerated through pulsatile flow around microanatomy-induced vortices.
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5.3. Models of Cerebrospinal Fluid Flow in the Entire Central Nervous System

Most existing CFD models use rigid walls and open cross sections delineating only a specific
subdomain of the CSF-filled spaces, such as a short segment of the SAS. In open rigid wall
models, CSF is allowed to exit the computational domain, and boundary conditions are adjusted
so that the desired or measured velocities can be achieved. In vivo CSF flow does not occur in
a rigid system with open boundaries. This limitation of CFD models has been pointed out in a
recent review (Kurtcuoglu 2011).

Less work has been conducted on closed models of the CSF flow in the entire CNS. Closed
models do not have open adjustable boundary conditions but need to account for the CSF displace-
ment by proper force coupling with the distensible vasculature or compliant boundaries. A full
CNS model of CSF flow with deformable walls was developed by Linninger’s group (Linninger
etal. 2009¢, Penn et al. 2011, Sweetman & Linninger 2010, Sweetman et al. 2011). A major con-
tribution of this model was the prediction of CSF velocities through the entire CNS as driven by
the cerebrovascular pulsations, as well as realistic phase lags between the arterial and venous blood
vessels, CSF motion in the ventricles with oscillatory CSF displacement between cranial and spinal
SAS, and the deformation of the spinal SAS. Also, it was found that CSF velocities peak in the cervi-
cal spine and decrease caudally. Howden etal. (2011) performed simulations on the full CNS with
deformable ventricles but with rigid spinal SAS. The impact of microanatomical flow resistance
was accounted for by porous medium friction. Their model predicted the spinal CSF velocities to
be very small. To improve the predictions, the authors suggested that spinal wall motion should
be included possibly as a function of inspiration. The model of CSF flow proposed by Linninger’s
group has recently been extended to a subject-specific 3D model with explicit fluid interaction of
the CSF and the spinal compartment (Tangen et al. 2015). To date, this CFD model is the first
to quantify CSF in the entire CNS with the inclusion of microanatomy-induced mixing patterns.

Beyond their significance in describing abnormal flow in CNS diseases, flow simulations are
important for predicting the biodistribution of drugs released into the CSF. Stockman (2007)
computed the drug spread within an elliptical spine model containing nerve roots and regular tra-
beculae arrangements and found a 5- to 10-fold increase in solute dispersion. There is a growing
interest in the pharmaceutical industry in determining the biodistribution of drugs in the CSF.
For example, Novartis conducted a study in which CFD simulations were performed to predict
the drug distribution after intrathecal injection. Results by Kuttler et al. (2010) are shown in
Figure 8a. Additionally, the authors found that the injection orientation had a local impact and
postulated that injection parameters could influence the global drug spread. The pulsatility and
frequency of spinal CSF flows were identified as key factors for the speed and spatial distribution
of intrathecally administered drugs (Hsu et al. 2012). Tangen et al. (2015) also conducted drug-
distribution simulations and found that microanatomy-induced fluid patterns were responsible for
the rapid caudocranial spread of intrathecally administered drugs (Figure 8b). These predictions
were validated with in vitro 3D experiments of the human spine. These findings are highly signifi-
cant, as intrathecal drug administration is receiving attention as a route for the effective delivery of
gene and enzyme replacement therapies bypassing the blood-brain barrier (Calias etal. 2012, 2014,
Papisov etal. 2012, 2013). Closed models of the CSF flow in the entire CNS are becoming an ideal
in silico test bed for pharmacokinetic studies of intrathecally administered drugs or gene therapies.

5.4. In Vitro Studies of Cerebrospinal Fluid Flow

Owing to the inaccessibility of flow and pressure fields, CSF flow phenomena were studied by
several groups with in vitro experimental benchtop systems. A very realistic geometrical model
of the cranial SAS and ventricular system is shown in Supplemental Figure 1 (Bottan et al.
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Figure 8

Simulated drug distribution after lumbar injection into the central nervous system. (#) The drug profile during injection and dispersion
in an open model of the spinal subarachnoid spaces (SAS) in a study conducted by Novartis to predict drug distribution. Panel # adapted
from Kuttler et al. (2010). (b) Simulated intrathecal (IT) drug distribution in a complete closed 3D model of the cranial and spinal SAS
based on Tangen et al. (2015). The drug front rapidly ascends toward the brain.

2012, 2013). Martin and colleagues fabricated annular models of the spinal SAS with stenosis or
Chiari malformations to observe pressure changes in the system (Martin & Loth 2009, Martin
etal. 2010). In addition, the effect of coughing on the spinal CSF pressure was simulated. Spinal
CSF flow patterns due to microanatomical aspects were also studied in an in vitro spine model
with deformable boundaries (Hettiarachchi et al. 2011). In experimental tracer distribution
studies, microanatomy-induced vortices were found to substantially enhance drug transport in
an intrathecally injected drug (Hsu et al. 2012).

6. DISCUSSION

This section summarizes the state of quantitative knowledge about cranial and spinal CSF flow.
We assess current research in Section 6.1, followed by a discussion of the relevance of computer
modeling for better clinical management of diseases of intracranial dynamics in Section 6.2.
Section 6.3 highlights clinical applications of CFD.

6.1. Computational Fluid Dynamics

As demonstrated by the recent increase in relevant publications, iCFD techniques for the study
of intracranial dynamics in normal and disease states are becoming widely established in research
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labs. There has also been growing attention given to CSF dynamics in the pharmaceutical industry
(e.g., Kuttler et al. 2010).

Detailed computational models are a useful tool to resolve flow and pressure fields, beyond the
scope of imaging modalities, in space and time. They are valuable to elucidate small changes in
CSF flow patterns in diseases (e.g., CM1). IniCFD, computational domains are reconstructed with
image segmentation software; many useful tools are listed in Supplemental Table 1. The use of
computational meshes with subject-specific geometry enables the direct comparison of simulations
with in vivo data acquired for an individual subject. The lack of anatomical features, uncertainty in
the boundary assignments, and omission of FSIs contribute to the observed discrepancies between
detailed CFD predictions and patient-specific flow measurements.

Better image quality and measurements are expected to narrow the gap between computer
predictions and imaging data. Areas in need of more work include the precise incorporation of
microanatomical features in the SAS, the automatic reconstruction of the subject-specific cere-
brovascular tree, and the representation of the deep cortical gyri. Advances in imaging (e.g., 4D
MRI) are expected to provide volumetric flow data in real time, which will be an improvement
over point velocity measurements using multiple heartbeat averages.

Integrated mathematical models enforce assumptions about the mass and momentum exchange
in the entire CNS. Integrated models are well suited for hypothesis testing because only a few
external boundary conditions, such as the arterial pulse waveforms, are needed. Existing knowledge
gaps about the ICP and deformations will have to be addressed in integrated models before detailed
simulations can be safely formulated. Only recently has research begun to construct 3D subject-
specific integrated models with FSI to predict velocities, ICPs, and volumetric deformations for
the entire CNS.

6.2. Future Directions of Central Nervous System Models

This section outlines a road map for future, more holistic brain models of intracranial dynamics.
Three areas are expected to garner future research in biomechanics and biofluidics.

6.2.1. Automatic segmentation of the cerebrovascular tree. Next steps to address the
coupling of cerebral blood flow and CSF dynamics are expected from improved cerebrovascular
tree representations, coupled with blood vessel wall mechanics, tissue deformation, and CSF
displacements. A subject-specific vascular tree reconstructed from medical images is shown in
Figure 2. Multidomain CFD will entail a distensible arterial tree submersed in pulsatile brain
fluids. Global and microcirculatory cerebral blood flow patterns (Gould & Linninger 2015,
Linninger et al. 2013) will be made computationally tractable using multiscale model-reduction
techniques (Huyghe et al. 1988, 1989; Hyde et al. 2013). Structured parametric meshes promise
drastic mesh-size reductions, while simultaneously improving computational performance and
accuracy (Ghaffari et al. 2015). Organ-wide cerebral blood flow simulations coupled with CSF
flow will become tractable with massively parallel computer clusters (Towns et al. 2014).

6.2.2. Fluid-structure interaction with Euler-Lagrangian mesh deformations. FSI tech-
niques with deformable moving computational meshes, as described by Shyy et al. 2012), will be
deployed to determine the timing and extent of deformations occurring between the vasculature
and the CSF as well as spinal deformations. In vivo measurements of the gradual increase in the
phase lag and the diminishing amplitude of the spinal velocity fields observed in the caudal direc-
tion of the neuronal axis will help characterize the spatial distribution of the spinal compliance.
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6.2.3. Mass exchange linking the vascular to the interstitial and cerebrospinal fluid com-
partments. Brain deformation under short time load (Johnston et al. 2004, Zakharov et al. 2003)
will be characterized using poroelastic (Tully & Ventikos 2009) or mixing theories (Ehlers &
Wagner 2013, 2015; Wagner & Ehlers 2010, 2012). A first attempt to compute fluid exchange
and size changes of the ECS due to osmolar pressure gradients has been presented by Buishas
etal. 2014).

6.3. Clinical Applications

Apart for the fundamental knowledge gain, which clinical aspects are expected to be impacted by
future computational models of CSF dynamics? Among several novel developments of clinical
applications (Armonda et al. 1994, Cheng et al. 2012, Sundstrém et al. 2010, Yang et al. 2013),
three specific applications highlight the potentially high impact computations will have on clinical
practice.

6.3.1. Computer-aided design of biomedical devices. The design and optimization of ventric-
ular shunts have been conducted with the help of CFD tools (Galarza etal. 2013, 2014). Moreover,
fluid mechanical design and operation of implantable components are often performed in silico
to optimally prepare prototypes for animal testing. Examples include the positional dependence
of catheter placement (Linninger et al. 2009a), optimal design of catheter ports (Galarza et al.
2015), and prediction of convection-enhanced drug delivery (Linninger et al. 2008, Sindhwani
etal. 2011).

6.3.2. Drug delivery studies in silico (gene therapy). Intrathecal drug delivery is a method
to bypass the blood-brain barrier and has commonly been used for the management of spasticity
(Detrembleur & Plaghki 2000, Dykstra et al. 2007, Gracies et al. 1997, Pohl et al. 2003, Van
Schaeybroeck et al. 2000) or chronic pain (Bolash et al. 2015, Bruel et al. 2013, Prager et al. 2014,
Raphael et al. 2013). The enormous potential of intrathecal delivery for effective administration
of gene therapies to target regions in the brain or spine has been explored in primate and human
trials (Calias et al. 2012, 2014; Papisov et al. 2013). The pulsation amplitude and frequency have
been identified as key factors for drug dispersion after intrathecal delivery (Hsu et al. 2012, Tangen
etal. 2015). Moreover, injection impulse and drug-binding kinetics influence the extent and speed
of biodistribution (Bernards 2000, Bernards et al. 2003, Yaksh & Noueihed 1985, Yaksh et al.
2002). Recent computer models have been shown to be in excellent agreement with experiments
conducted in in vitro spinal models emulating the physical transport phenomena in humans. The
experimental models used in combination with detailed 3D CFD computations of CSF motion
and species transport are expected to improve the analysis of animal data and can aid in planning
clinical trials, especially in pharmaceutical industry applications.

6.3.3. Prediction of transport phenomena from medical images. Invasive drug delivery can
be used to circumvent the blood-brain barrier and achieve high doses in the target tissue without
widespread systemic distribution. For example, brain tumors can be treated locally by inserting
a catheter close to its core and releasing a chemotherapeutic agent into the adjacent brain tissue
(convection-enhanced drug delivery). The temporal and spatial distribution of drugs delivered
via convection enhancement or intrathecal administration is a function of transport phenomena
and biochemical reaction kinetics. However, the reaction or transport rates of new therapeutic
agents are unknown but can be inferred from medical images. A mathematical framework to
estimate unknown reaction rate constants, tissue permeability, and molecular diffusivity for
new therapeutic agents from spatially distributed medical image data has been demonstrated by
Somayaji et al. (2008).
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7. CONCLUSIONS

The study of intracranial dynamics with spatially distributed patient-specific computational do-
mains poses demands that lie outside the scope of classical CFD. These areas include (z) FSI
between blood and CSF-embedded deformable, often porous structures, (b) flow coupled with
microcirculatory mass exchange driven by hydrostatic and osmolar driving forces, and (¢) chemi-
cal reactions.

Spatially distributed computer predictions produce velocity, pressure, or concentration fields
that can be compared with in vivo imaging results. The computer simulations have higher spatial
and temporal resolution than is accessible by in vivo measurements. Predictions extend to quan-
tities such as pressures or chemical species that are hard or impossible to measure. Computer
predictions are ideal to explore the parametric sensitivity with much finer quantitative resolution
than is possible experimentally.

Significant differences exist between boundary conditions in classical CFD and those in iCFD.
In classical CFD, computational domains often coincide with machined object boundaries, such as
turbine blades or the body of Formula One cars. In biological systems, system boundaries often do
not conform to well-defined physical surfaces or cut right through the system of study. Examples
include the deep gyrations of the human cortex, pial arteries traversing the cranial SAS, or the
leptomeningeal layers and microanatomical features of the spinal canal. Despite these limitations,
there is no alternative to iCFD for parametric studies calculating the impact of different boundary
choices on the distributed system performance. It is the method of choice to test the consistency of
assumptions or to create predictions that can be validated experimentally. Indeed, as many micro-
scopic phenomena are not accessible experimentally, multiscale mathematical models are essential
for analyzing and quantifying FSI and chemical reaction phenomena occurring in the CNS.

Beyond reproducing known experimental outcomes, there is the opportunity for testing new
assumptions. When iCFD is used as an exploratory instrument, hard predictions are generated
that quantify the functional interactions of CNS mechanics. The role of iCFD is therefore highly
significant for refining the quantitative knowledge about disease progression and optimization
of therapies. The outcome assessment of surgical intervention in syringomyelia is an excellent
example of the emerging integration of iCFD in clinical practice (Rutkowska etal. 2012).iCFD was
used to disarm the myth that large transmantle pressure differences cause ventricular enlargement.
Later experiments in dogs confirmed the computer predictions of negligible pressure differences
(Linninger et al. 2005).

Itis expected that mathematical modeling validated with imaging data and in vitro experiments
will gain importance as a discovery and exploration tool. Medical images, interpreted with quanti-
tative models, will help close the knowledge gap pertaining to normal CSF dynamics and diseases
of abnormal CSF dynamics.

FUTURE ISSUES

1. The arterial origin of the CSF pulsations has been established. However, mathematical
modeling of cerebral blood-CSF coupling is elusive, mainly because of the size and
complexity of the angioarchitecture. Recent studies suggest that the inspiration rhythm
also alters the amplitude of the CSF flow signal in the aqueduct (Dreha-Kulaczewski
etal. 2015).
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2. How is the ICP affected by osmolarity differences? What role do osmotic pressure gra-
dients play in normal states and pathologies, including edema and hydrocephalus? This
question also challenges whether CSF production and reabsorption occur throughout

the brain.

3. What are the spatial distribution and biomechanical origin of CNS compliance? Cur-
rently, detailed measurements localizing volumetric strains in the parenchyma or lumen
changes affecting the vascular bed are still lacking.

4. The role of perivascular transport or fluid exchange along lymphatic pathways, as well
as microflow patterns in the ECS, awaits experimental determination and computational
modeling.
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