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Abstract

As a highly social species, humans are equipped with a powerful tool for social
communication—the face. Although seemingly simple, the human face can
elicit multiple social perceptions due to the rich variations of its movements,
morphology, and complexion. Consequently, identifying precisely what face
information elicits different social perceptions is a complex empirical chal-
lenge that has largely remained beyond the reach of traditional methods.
In the past decade, the emerging field of social psychophysics has devel-
oped new methods to address this challenge, with the potential to transfer
psychophysical laws of social perception to the digital economy via avatars
and social robots. At this exciting juncture, it is timely to review these new
methodological developments. In this article, we introduce and review the
foundational methodological developments of social psychophysics, present
work done in the past decade that has advanced understanding of the face
as a tool for social communication, and discuss the major challenges that lie
ahead.
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INTRODUCTION

As a species, humans have been immensely successful—they have grown rapidly in number, jour-
neyed to and thrived in the most isolated and geographically diverse regions of the planet, and
invented medical technologies to control nature (Roberts 2010). One of the main contributing fac-
tors to this success is the evolution of humans as socially complex beings; individuals form groups
to share labor, knowledge, and resources (Wilson 2012). Consequently, humans are one of the
most socially sophisticated species on the planet, engaging in complex interactions to support the
functioning of almost every facet of individual lives, including professional, familial, and personal
relationships, and wider societal groups such as extended families, neighborhood communities,
and workplace environments.

To support these complex social interactions, humans are equipped with a powerful tool—the
face (although see also research on voice and body posture, e.g., Atkinson et al. 2004, Belin et al.
2008, Cordaro et al. 2015, Dael et al. 2012, de Gelder 2009, Grezes et al. 2007, Pollick et al. 2001,
Roether et al. 2009, Scheiner & Fischer 2011). As a rich source of information, the human face can
elicit myriad immediate social judgments—for example, about identity (e.g., Gauthier et al. 1999,
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Haxby et al. 2000), gender or sex (e.g., Little et al. 2008, Thornhill & Gangestad 2006), age (e.g.,
Hummert 2014, Rhodes & Anastasi 2012), race or ethnicity (e.g., O’Toole et al. 1994, Tanaka
et al. 2004), physical health (e.g., Grammer & Thornhill 1994, Jones et al. 2012), attractiveness
(e.g., Perrett et al. 1998, Rhodes 2006), personality traits (e.g., Krumhuber et al. 2007, Oosterhof
& Todorov 2008), sexual orientation (e.g., Freeman et al. 2010, Tskhay et al. 2013), emotions
[e.g., Darwin 1999 (1872), Ekman et al. 1969], mental states (e.g., Cunningham et al. 2004,
Nusseck et al. 2008), and even religious affiliation (e.g., Rule et al. 2010) and social status (e.g.,
in pigmentocracies, Telles 2014). In turn, social judgments can have significant consequences for
individuals and groups, including influencing employment opportunities (e.g., Johnson et al. 2010),
cross-cultural communication barriers (for a review, see Jack 2013), social isolation (e.g., Hawkley
& Cacioppo 2007), voting preferences (e.g., Todorov et al. 2005), and sentencing decisions such
as the death penalty (e.g., Eberhardt et al. 2006).

So salient is the face in human society that it has remained the object of fascination, admiration,
examination, and debate for several centuries and across broad fields including biology, medicine,
art, history, philosophy, psychology, anthropology, and law and, more recently, computer vision
and social robotics. One of the most enduring and elusive goals across these fields is to understand
how the face elicits the spectrum of social judgments that drives the variety of human behaviors
described above. However, understanding how complex face information elicits social perception
represents a complex empirical challenge that has largely remained beyond the reach of traditional
research methods.

With the development of new research methods from an emerging multidisciplinary scientific
culture, the field of social face perception is gaining traction on this question. One increasingly
fruitful approach is social psychophysics, which has begun to derive law-like principles of social
communication that relate variations of specific face information to specific social perceptions. In
turn, such laws have the potential to inform the design of socially aware digital agents (e.g., virtual
humans, social robots) that can generate realistic behaviors to communicate with and influence the
behavior of different human user groups (e.g., students, children, clinical groups, and cross-cultural
groups). In this review, we introduce and review the foundational methodological developments
of social psychophysics, present work that has advanced understanding of the face as a tool for
social communication, and discuss the major challenges ahead.

Social Communication is a System of Information Transmission
and Decoding Across a Communication Channel

A useful first step in understanding how the face communicates social information is to appreciate
the process of communication itself. Like many other forms of communication (e.g., animal mat-
ing calls, bacterial quorum sensing), human social communication involves one individual—the
sender—transmitting information across a communication channel, which affects the behavior of
another individual—the observer (see, e.g., Dukas 1998) or more precisely, as characterized in
Shannon’s communication model, the receiver (e.g., Shannon 1948). Although the precise defini-
tion of communication, including whether the sender or receiver should benefit from the exchange
and the role of sender intention, is widely discussed (e.g., Scott-Phillips 2008), we will first focus on
the sending and receiving of information between individuals and then discuss the specific aspects
of communication that are relevant to understanding the face as a tool for social interaction.

Specifically, communication begins with a message (e.g., I am happy) being encoded as a form
of information, such as a dynamic facial expression pattern. This information pattern is then
transmitted via a communication channel to the receiver—in this case, the visual information
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pattern of a happy facial expression is transmitted through the medium of light (i.e., photons) to
the visual system of another human. For communication to succeed, the transmitted information
must first be detectable by the receiver. For example, the laws of optics predict that the fine-grained
wrinkles around the eyes of a happy facial expression that project onto the receiver’s fixed retina
are visible only under specific constraints of the communication channel—in this case, relatively
short viewing distances. In contrast, a broad smiling mouth revealing the teeth allows detection
over longer viewing distances (Smith & Schyns 2009) by virtue of its larger size on the retina.
We use viewing distance to illustrate how altering the communication channel—i.e., the distance
across which the light-based information pattern must be transmitted—can affect the information
that is available to the receiver. We discuss other factors that affect the communication channel
(e.g., pose or illumination of the sender’s face), including sources of noise in the channel (e.g.,
haze, occlusion of the face), below.

To decode the transmitted information, the receiver must use their prior knowledge—that is,
concepts that are biologically, directly, or vicariously acquired—to extract task-relevant (i.e., diag-
nostic) information (see, e.g., Schyns 1998). For example, if the receiver aims to detect anger in a
given individual (e.g., a spouse or close friend), they might focus their attention specifically on the
face regions that reliably indicate anger in this person (e.g., the fixed eyes or tense mouth). The ex-
tracted pattern is then compared with a perceptual category that is stored in memory (i.e., a mental
representation) and, if it matches, forms the basis of interpreting the message and meaning of the
incoming information pattern (e.g., she is angry). Thus, the process of communication involves
the human visual system performing the complex task of reducing the varying high-dimensional
information impinging the retina (in this example, a complex pattern of face information embed-
ded in a visual scene and transmitted over a variable communication channel) into a smaller set of
meaningful categories that are used for adaptive behavior (e.g., spouse, anger, etc.).

In contrast, communication can break down if the transmitted information pattern does not cor-
respond to the receiver’s prior knowledge. For example, whereas certain face movements might
indicate to a medical professional an underlying neurological condition such as Guillain-Barré
syndrome, nonspecialists would derive little meaning from these face-movement patterns. Com-
munication can also break down if the sender and receiver do not associate the information pattern
with the same message and meaning. For example, in the United Kingdom, nodding and shaking
the head mean yes and no, respectively, but the opposite is true in Bulgaria (see, e.g., Little-
wood 2001; for other examples of cross-cultural miscommunication, see Labarre 1947, Morris
1979). Therefore, understanding any system of communication requires identifying which spe-
cific information patterns elicit a particular behavior in the receiver, such as the perception that
an individual is trustworthy or happy. More specifically, understanding the receiver’s stored in-
formation patterns—that is, their existing conceptual knowledge or mental representations—and
their associated meanings can provide valuable insights into why communication breaks down.
For example, comparing the face types associated with the same social message (e.g., trustworthi-
ness or happiness) across cultures could reveal potential sources of miscommunication by showing
cultural differences in the expected face movements, morphologies, or complexions.

Understanding the face as a tool for social communication therefore relies on identifying which
specific face information elicits different social judgments and, by extension, the different mental
representations of individuals in a given culture. However, both endeavors represent a major
empirical challenge because (a) the face is a complex visual stimulus in which any dimension of face
variation (e.g., movements, morphology, complexion) either individually or in combination could
transmit a particular social message, and (b) the detailed mental representations of individuals
are generally inaccessible and thus difficult to measure objectively. To further appreciate this
challenge, we first detail the complexity of the face as a transmitter of social information before
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describing both classic and recent approaches used to address these challenges; the latter provide
new traction on the issue of understanding mental representations and social face perception.

The Human Face Is a Complex, High-Dimensional Dynamic Information Space

Commensurate with its ability to elicit the perception of multiple intricate social categories, the
face comprises several complex dimensions of variation of which three, movement, morphology,
and complexion, have mainly been studied. We describe each dimension in turn in this section.

First, the face is equipped with a large number of independent, striated (i.e., voluntarily con-
trolled) muscles that can each be activated individually or in concert to generate observable face
movements such as nose wrinkling or smiling. These individual face movements are called Action
Units (AUs) in the Facial Action Coding System (FACS) (Ekman & Friesen 1978), which is an
objective system that taxonomizes human facial movements (for chimpanzee face movements,
see Vick et al. 2007). FACS identifies over 40 AUs, such as the Upper Lid Raiser (AU5), Nose
Wrinkler (AU9), and Lip Corner Puller (AU12), each of which can be combined to create com-
plex AU patterns—i.e., facial expressions. Because facial expressions are dynamic, each individual
AU can also be activated with specific temporal characteristics, including acceleration, amplitude,
peak latency, and deceleration. Thus, considering all biologically plausible combinations of dy-
namic AUs—that is, the combinatorics of individual AUs that create multiple patterns and the
specific temporal dynamics of each AU—the human face is capable of generating a high number
of dynamic facial expressions.

Second, genetic variation such as that within and across ethnic groups in turn produces pheno-
typic variation in face shape and structure (i.e., morphology; see, e.g., Liu et al. 2012). Historically,
the field of anthropometry, which aims to characterize the physical size, form, and function of
humans, has used the top-down approach of naturalistic observation to identify up to 31 different
dimensions of face variation, including jaw width, forehead height, and interpupillary distance
(see, e.g., Zacharopoulos et al. 2016). Over the past three decades, rapid technical developments
in face measurement have advanced from laser scanning (e.g., Arridge et al. 1985, Hill et al. 1997,
Vetter & Troje 1997) to high-resolution digital camera capturing (e.g., Hammond & Suttie 2012,
Yu et al. 2012) combined with specialized face-reconstruction algorithms (e.g., Blanz & Vetter
1999) to accurately render 3D face morphologies for scientific use [e.g., illumination (e.g., Braje
et al. 1998), viewpoint dependence (e.g., Hill et al. 1995, Johnston et al. 2013), and identity (e.g.,
Leopold et al. 2001, Troje & Bülthoff 1996)] and computer animation. Thus, based on the several
known dimensions of face variation, the number of phenotypically possible face shapes, including
those associated with specific medical conditions (for a review, see Winter 1996), is simply huge.

Third, faces also vary in complexion, a dimension that comprises two main dimensions of
variation: color, including melanin skin pigmentation and transient pallor or redness, and texture,
including wrinkles, scarring, and cutaneous conditions. In the past, melanin skin pigmentation
alone has been classified, according to von Luschan’s chromatic scale, into 36 different color
categories, from very light to olive to very dark (for an example of von Luschan’s scale, see Howells
1960); more modern methods using spectrophotometry represent skin color with continuous
(L∗a∗b) color values spanning numerous color categories, including purple, blue, pink, and yellow
(see, e.g., Swiatoniowski et al. 2013). In addition, skin texture—i.e., relative smoothness—can vary
across different scales, from microrelief lines and pitting or raising to larger, deeper markings, each
of which can vary in orientation, location, and density, with specific statistics across different face
regions (e.g., Lai et al. 2013).

Finally, as a salient platform for social communication, the face is also regularly adorned in a
variety of ways, including cosmetics or painting, tattooing, scarring, jewelry, and hair, which are
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typically used to indicate social status or group alliances, or to accentuate beauty by enhancing
or camouflaging aspects of face morphology or complexion. As a result of the numerous ways in
which the face can vary, the 106 billion humans that have ever been born (Haub 2002) have each
possessed a unique face that changes transiently throughout the course of each day and in more
permanent ways throughout their lifetime.

As illustrated in this section, the face is a complex and variable visual stimulus that, due to
recent technical developments, is only now becoming amenable to precise computational charac-
terizations of its information content and thus to rigorous experimental control. Such develop-
ments represent a major turning point in the goal of understanding how the face communicates
different social information, and identifying within the complex face information space of move-
ments, morphology, and complexion the specific subspaces that elicit specific social perceptions.
Before detailing the advantages of these newly developed methods, it is useful to review both
the current state of knowledge in the field and one of the classic approaches to addressing this
question.

USING THE HUMAN RECEIVER TO UNDERSTAND THE FACE
AS A TOOL FOR SOCIAL COMMUNICATION

A glance at any face demonstrates how quickly and apparently effortlessly humans extract face
information to make a diverse array of social judgments (see, e.g., Bar et al. 2006, Macrae &
Bodenhausen 2000). Commensurate with both the social sophistication of humans and the com-
plexity of the face, the human visual system has coevolved as an efficient and accurate pattern
classifier, particularly of social information.

Unsurprisingly then, using the receiver to identify which face information elicits social judg-
ments, as Darwin and many others since have done, has remained one of the most popular methods
in the field. One such classic approach involves presenting photographs or videos of real faces and
asking receivers to categorize each according to a set of social categories such as basic emotions
(e.g., Biehl et al. 1997), personality traits (e.g., Little & Perrett 2007), or health (e.g., Fink et al.
2006). Based on the receiver’s responses and the observable or inferred characteristics of the
faces, such as certain facial expressions or the person’s ethnicity, age, or sex, the receiver’s social
judgments are then attributed to one or more of these facial characteristics. For example, male
faces tend to be perceived as more dominant than female faces (e.g., Burriss et al. 2007)—i.e., the
stimulus category male is associated with higher ratings of perceived dominance than the stimulus
category female.

However, the capacity of this approach to understand the face as a tool for social communication
relies on its implementation, where traditional use of this method typically provides a relatively
narrow account. Specifically, the classic approach described above only associates one category
label (e.g., male) with another (e.g., dominant) without showing what specific face information
communicates dominance (or sexual dimorphism, the category of male or female). Consequently,
it does not address the information ontology of the categorization task—i.e., specific information
present in male faces that elicits the social perception of dominance. To understand the face as
a tool for social communication, information ontologies are of central importance because they
functionally link the stimulus (i.e., specific face information) to behavior (i.e., social perception)
and thereby provide a lower bound on the information the receiver’s brain must process to produce
the behavior in question (Schyns et al. 1998, 2009).

Methodological developments designed to address the limitations of such classic approaches
and to characterize the information ontologies of social perception have arisen primarily from the
field of psychophysics, which aims to measure the relationship between objectively measurable
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dimensions of a stimulus (e.g., luminance and contrast) and subjective perception (e.g., edge detec-
tion). Specifically, psychophysical methods tend to parametrically vary the different dimensions of
a stimulus, such as hue and luminance; measure how such variations modulate a given perception,
such as color brightness; and derive a law-like model of the relationship using, for example, sig-
nal detection theory (Swets et al. 1963) or reverse correlation (Ahumada & Lovell 1971). Thus,
psychophysical laws reveal the critical stimulus information that subtends specific perceptions.
Another powerful feature of psychophysical methods is that they tend to be data driven—i.e.,
stimulus information is sampled agnostically (but typically within the limits of biological possi-
bility or theoretical assumptions, a point we discuss below) and tested against the spectrum of a
given perception, which typically extends from no perception to perceptual threshold to saturation
(e.g., Snodgrass 1975). Adopting such a data-driven approach and making few a priori assumptions
about what information will elicit a specific perception therefore allows for a much broader and
potentially more informative exploration of a given space of visual information when attempting
to identify what information modulates perception. By extension, psychophysical approaches are
thus well suited to understanding what specific face information subtends social perception.

However, as illustrated in the section The Human Face is a Complex, High-Dimensional
Dynamic Information Space, the human face is a substantially more complex multidimensional
stimulus than those typically used in psychophysical experiments on perception, such as a simple
Gabor patch image, which comprises only three dimensions of frequency, contrast, and orientation
that can each be easily manipulated. How then can a psychophysical approach be expanded to
test complex face-movement patterns, morphology, and complexion information against social
perception? In the following sections, we review some of the main psychophysical methods that
have been developed to successfully address this question.

SOCIAL PSYCHOPHYSICS: DERIVING THE PSYCHOPHYSICAL
LAWS OF SOCIAL PERCEPTION

As mentioned in the previous section, psychophysical methods typically sample information from
a space with few dimensions and test these samples against perception to derive a psychophysical
law. Ideally, a psychophysical law of social face perception would detail the contribution of face
movements, morphology, complexion, and their combinations to the perception of different social
categories. To achieve this, information-sampling methods have taken three main forms: exposing
face information in a stimulus, adding noise to a face stimulus, or generating face information from
a model. We describe each using examples in the sections below.

Exposing Face Information to Identify Diagnostic Information

In the field of social face perception, researchers tend to use specific sets of standardized stimuli
(e.g., Beaupré et al. 2000, Langner et al. 2010, Lundqvist et al. 1998, Matsumoto & Ekman 1988)
to probe different social perceptions and their associated brain activities (Doty et al. 2014). How-
ever, classic use of these stimuli cannot identify the information ontology of a social perception—
i.e., what stimulus information is driving behavior (or brain activity). To address this limitation,
the Bubbles method (Gosselin & Schyns 2001) randomly samples information directly from the
stimulus and tests these samples against perception to derive what is typically referred to as a clas-
sification image—i.e., an image showing the visual information associated with a given perceptual
decision. Figure 1 demonstrates the procedure using the six classic facial expressions of emotion
(see Schyns et al. 2007, Smith et al. 2005).

The rationale of the Bubbles method is that the receiver can only categorize the information
samples accurately when they comprise task-relevant (i.e., diagnostic) information; for example,
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Stimulus

Stimulus generation

Response

Happy
Surprise

Fear
Disgust
Anger

Sad
Neutral

Happy Surprise Fear AngerDisgust Sad Neutral

Exposing information: 3D pixels (2D pixels × spatial frequency bands)

Classification images (diagnostic information)

a

b

Figure 1
Exposing face information. (a) Using the Bubbles method (Gosselin & Schyns 2001), a stimulus (original ) is
decomposed into five nonoverlapping spatial frequency bandwidths, each of which are sampled indepen-
dently with randomly positioned Gaussian windows (the second row of images shows the windows and the
third row shows the resulting samples of face information at each bandwidth). The samples of face
information (plus a constant, coarser, nonsampled sixth scale not pictured here) are then summed to produce
a stimulus (stimulus), which the receiver categorizes according to the six classic emotions (i.e., happy, surprise,
fear, disgust, anger, or sad, plus neutral ); in this example, the response is happy. (b) To identify the stimulus
information required for the accurate categorization of each facial expression of emotion, the image pixels
leading to significantly high accuracy at each scale independently are located ( p < 0.05, greater than 75%
correct) and represented in a classification image. Each classification image shows the resulting diagnostic
face information for each emotion. Figure adapted from Smith et al. 2005 with permission.

happy is correctly identified because the smiling mouth and the wrinkled eyes are exposed. In
contrast, when the random samples do not comprise task-relevant information, the receiver will
tend to make an incorrect categorization. Subsequently, by building the relationship between
each sampled pixel location at each spatial frequency band and the receiver’s correct and incorrect
responses (e.g., using correlation, linear regression, or mutual information; see, e.g., Schyns et al.
2011, van Rijsbergen & Schyns 2009), the Bubbles method can reveal the face-information on-
tology of each categorization task. Figure 1b shows the information ontologies for the six classic
emotions, which comprise smaller subspaces (sets of pixels) of the original image space. For exam-
ple, recognition of fear requires subsets of pixels representing the eyes, surprise the open mouth,
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and disgust the wrinkled nose and raised upper lip. Overlap of features between expressions, such as
the wide opened eyes in both fear and surprise or the wrinkled corners of the nose in both disgust
and anger, predicts their behavioral confusions (Smith et al. 2005). Applying the same method to
brain activity data such as electroencephalography sensors or magnetoencephalography sources
that each form algorithmic brain networks can also reveal the dynamic flow of these information
ontologies in the brain (Ince et al. 2015, Schyns et al. 2007).

Whereas the Bubbles method provides some insight into the content of a receiver’s mental
representations (i.e., stored information patterns), the information ontology obtained is bound to
the actual content of the stimuli used, which can therefore limit the characterization of mental
representations. For example, standardized FACS coded facial expressions of fear and disgust sys-
tematically elicit significantly lower accuracy in receivers belonging to non-Western cultures (for
a review, see Nelson & Russell 2013), which suggests that these particular stimuli do not comprise
an information ontology that is close enough to the cultural receiver’s mental representations to
enable typical recognition performance. An alternative approach to characterizing mental repre-
sentations is to sample and test face information outside the limits of a specific set of stimuli. How
can such information be created? In the following section, we illustrate one method designed to
address this question by, seemingly paradoxically, adding pixel noise to a face stimulus.

Adding Pixel Noise to Model New Face Information

As shown in Figure 2, adding noise such as random grayscale pixel values (Figure 2a) to a neutral
face image can create a perceptively different stimulus. In this example, the receiver categorizes
the stimulus as expressive (e.g., of anger) if the random pattern formed by the neutral base face plus
noise corresponds (by chance) with their mental representation of that facial expression. If it does
correspond, then the white noise template on this trial contains information that corresponds with
this receiver’s mental representation of a specific facial expression (anger). Thus, to visualize the
information content of the receiver’s mental representations of different facial expressions (e.g., the
six classic emotions), each set of noise templates associated with each emotion category response
can be averaged to compute classification images. In this case, the classification image is then added
to the neutral base face to visualize how the pattern alters the face. The two faces in the center show
the resulting representations of sad and anger for individual receivers. Figure 2a also shows the
results from individuals of different cultures (i.e., Western, East Asian). Specifically, Westerners
required information to be added to both the eye and mouth regions to perceive emotions, whereas
East Asians required much more information to be added to the eyes, for example by changing
gaze direction (see Jack et al. 2011). A similar approach using structured (Gabor) noise (Figure 2b)
is used to generate local multiscale random contours on an age-neutral face to estimate, in older
and younger adults, the mental representations that underlie their judgments of the chronological
age of a face (van Rijsbergen et al. 2014).

Adding noise with more or less intrinsic structure has the advantage of creating for the receiver
face information that is not limited to the parameters of an underlying stimulus; this approach
also derives the information ontology objectively in a bottom-up manner using the receiver’s
perceptual response (see the sidebar, Using Noise to Characterize a System; Figure 3). In social
psychology, this approach has been used successfully to reveal cultural differences in the mental
representations of facial expressions of emotion ( Jack et al. 2011), aggression in the mental rep-
resentations of faces of ethnic out-group members amongst prejudiced individuals (Dotsch et al.
2008), the unattractiveness of newly learned female faces in happily partnered males (Karremans
et al. 2011), and the homogenization of older adult faces in the mental representations of younger
adults (van Rijsbergen et al. 2014). In visual cognition, this approach has also been used fruitfully
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Figure 2
Adding noise to a face. We illustrate two such approaches using (a) white noise and (b) structured (Gabor)
noise. (a, i ) Adding noise to a neutral base face creates a perceptively different stimulus, which the receiver
categorizes according to the six classic emotions if the pattern formed in the stimulus corresponds with their
mental representation of that facial expression (in this case, anger). (a, ii ) To identify the face information
associated with the perception of each emotion, we compute a classification image by averaging the set of
noise templates associated with each emotion category response (in this case, sad, outlined in red, and anger,
outlined in green) and add it to the base face (central faces). (a, iii ) Each face shows a model of an individual
receiver’s mental representations of each of the six facial expressions of emotion in two cultures: Western
(top row) and East Asian (bottom row). Panel adapted from Jack et al. 2011 with permission. (b) Structured
(Gabor) noise can also be used to generate local multiscale contours on a neutral base face to identify which
face information subtends judgments of chronological age. Panel adapted from van Rijsbergen et al. (2014)
with permission.

to estimate mental representations of face identity (e.g., Mangini & Biederman 2004) and even
idiosyncratic letter fonts and smiling faces (Gosselin & Schyns 2003).

Such methods have provided several substantial knowledge advances in understanding the
social perception of faces and, in the best cases, estimating the information content of mental
representations, in itself a feat in cognitive psychology. However, these methods also have several
drawbacks. First, estimating the relationship between each individual pixel of the noise template
and the receiver’s social judgments (see the discussion of the first-order kernel in the sidebar,
Using Noise to Characterize a System) typically requires several thousand trials per participant
because each pixel is considered a statistically independent parameter to estimate (unless assump-
tions can be made about the relationship between individual pixels, such as local correlations of
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USING NOISE TO CHARACTERIZE A SYSTEM

Volterra (1930) and Wiener (1958) showed that a system F can be reduced to a sum of subsystems Fi if we estimate
the kernels (internal functions) fi of each subsystem by sampling white noise and measuring the system’s output
response. Imagine we instruct a human that they will see white noise images (of 32× 43 pixels) with half of the
images comprising a face hidden in the noise. Although their task is to detect the face, only white noise is ever
presented. In each experimental trial, the observer uses their expectation of what a face looks like (i.e., their first- and
higher-order kernels fi) and matches this expectation with the incoming white noise. A small positive correlation
between the incoming pixel noise and the first-order kernel f1 of the brain enables the observer to respond with the
perception of a face when the input is only noise. We characterize f1 by computing the correlation between each of
the 32× 43 pixels (either black or white on each trial) and the detection behavior (face versus no face).

their luminance values). Second, certain face features can be difficult to capture; for example, a
deep horizontal wrinkle on the forehead for judgments of older faces would require the unlikely
horizontal arrangement of many black and white pixels present on several trials. Rather, a frag-
ment of the horizontal wrinkle is more likely to appear on a given trial, leading the receiver to
categorize the face as older. Subsequently, averaging the noise templates associated with older
categorizations could result in a horizontal wrinkle across the forehead based on different spatially
located wrinkle fragments present in individual trials. Ideally, a full horizontal wrinkle could be
revealed using many trials and higher-order analyses of the noise templates—i.e., interactions
between two, three, four, or n pixels (see the sidebar Using Noise to Characterize a System, in
which pixel order corresponds to kernel order). However, as can be understood intuitively, do-
ing so would be subject to the curse of dimensionality (Bellman 1956) and require a practically
impossible number of trials. Nevertheless, first-order analyses, as illustrated in Figure 2, can sug-
gest potential candidates for relevant higher-order features, such as deep horizontal wrinkles, that

Face

No
face

Samples Face detection Classification image

[Noise Sample; Face Detection]

??

Figure 3
The first-order kernel f1, the classification image that estimates the information content of the face
prediction of one typical observer (Smith et al. 2012). The classification image depicts the relationship
between single-trial random pixel values (0 or 1) and face detection behavior (face detected or not),
schematized as [Noise Sample; Face Detection].
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can then be tested for their contribution to social perception (e.g., age judgments) in an explicit
experiment.

The above discussion highlights an important consideration for data-driven methods: What
information should we sample? For example, rather than sampling individual pixel noise, could
we generate information directly from specific higher-order axes of information, such as patterns
of face movements, or from multivariate dimensions of 3D face morphology that each constitute a
specific hypothesis on the social perception in question (e.g., judgments of personality traits)? The
aim of a multivariate approach is to hone in on (and therefore reduce) the relevant parameters for
a given perceptual task by capturing the variance of the stimuli in a few axes of information that are
tailored to the task at hand. In the following section, we illustrate such an approach using recent
methodological developments that can represent and sample higher-order face information such
as face movements, morphology, and complexion.

Generating Face Information from Higher-Order Axes of Information

As described in the section The Human Face is a Complex, High-Dimensional Dynamic Infor-
mation Space, the individual movements of the face, the AUs, can each be animated and combined
to create a variety of dynamic facial expressions. To identify which specific dynamic AU patterns
communicate specific social messages to individuals in a given culture, psychophysical methods
can be used to directly sample the dynamic information space—i.e., dynamic AUs—and test them
against perception. Figure 4 illustrates this method with one example trial.

Compared to classic methods that typically present a limited set of specific facial expression
patterns derived from theory, such as FACS-coded facial expressions of emotion, this generative
approach allows for a much broader exploration of face-movement patterns as candidates for so-
cial communication, including that of emotions ( Jack et al. 2012, 2016); mental states such as
confusion, interest, and boredom (Chen et al. 2015); and personality traits such as trustworthi-
ness, dominance, and attractiveness (Gill et al. 2014). The above technique of generating face
information directly from the higher-order, multivariate information space of dynamic AUs is
therefore directly extendable to the multivariate 3D information spaces of face morphology and
complexion. Figure 5 demonstrates the approach using two examples of its application: precisely

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Figure 4
Generating face information using 4D Action Units (AUs). (a) In each experimental trial, a Generative Face
Grammar platform (GFG) (Yu et al. 2012) randomly selects a subset of AUs (red, green, and blue labels), in
this case Upper Lid Raiser (AU5), Nose Wrinkler (AU9), and Upper Lip Raiser (AU10), from a core set of
42 AUs and assigns a random movement to each AU individually using six temporal parameters: onset
latency, acceleration, peak amplitude, peak latency, deceleration, and offset latency (labels over the red curve).
The GFG then combines the randomly activated AUs to produce a photorealistic facial animation (shown
with four snapshots across time). As in Figures 1 and 2, the receiver categorizes the stimulus as socially
meaningful (disgust) and rates the intensity of the perceived emotion (strong) when the dynamic pattern
correlates with their mental representation of that facial expression. Building a relationship between the
dynamic AUs presented in each trial and the receiver’s categorical responses produces a mathematical model
of each dynamic facial expression of emotion. (b) By including the often-neglected but important dimension
of dynamics (for a review, see Krumhuber et al. 2013), such an approach can reveal systematic temporal
patterns of face movements: for example, that dynamic facial expressions of emotion transmit face movements
in an evolving hierarchy over time, characterized by the transmission of shared face movements early in the
time course (e.g., Upper Lid Raiser in both surprise and fear) and different diagnostic face movements later in
the time course (e.g., Brow Raiser in surprise and Lip Stretcher in fear; see Jack et al. 2014).
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controlling specific 3D face morphology or complexion associated with different ages, ethnicities,
etc. (Figure 5a–c) and generating novel identities for a reverse correlation approach (Figure 5d ).

At this juncture, it is useful to consider the main differences between generating face informa-
tion directly from a lower-dimensional multivariate space such as dynamic AUs (e.g., 42 AUs× 6
temporal parameters = 252 dimensions) and generating information from a higher-dimensional
univariate space such as pixel noise (e.g., 380× 280 pixel noise= 106,400 dimensions). First, us-
ing a lower-dimensional space will require much fewer trials to estimate the face information
subtending perception. Second, each dimension of the lower-dimensional space, such as 3D face
complexion variations, represents an explicit hypothesis about the information ontology for a

Generating face information: 4D Action Units
a  Modelling dynamic facial expressions
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given social perception (e.g., health). Consequently, each resulting psychologically meaningful
information subspace—e.g., a specific combination of face color and texture—is bound by the
underlying generative information space—e.g., dimensions of 3D face complexion. In contrast,
because higher-dimensional noise is not structured, it could in principle reconstruct any face in-
formation with sufficiently many trials. However, the curse of dimensionality imposes practical

Original Male Black African East Asian Older

Target Stimulus Stimulus Stimulus
Mental

representation

a  Morphology (x, y, z vertices)

b  Complexion (L*a*b)

c  Morphology and complexion

d  Task: identity

Generating face information: 3D vertices

282 Jack · Schyns



PS68CH11-Jack ARI 16 November 2016 8:1

limitations on what can be accomplished with noise, especially when adding dynamics to model
face movements or color for complexion. Thus, when designing an experiment based on such
psychophysical information-sampling methods, it is critical to carefully consider the axes of infor-
mation that should be sampled because each axis (e.g., face movements) is an explicit hypothesis
on the information thought to be relevant for a given social perception and will thus bound the
models that can be derived.

In the above sections, we have demonstrated three main approaches using the classic reverse
correlation method in psychophysics to understand what face information drives social perception.
We now discuss the strengths of this approach before addressing some concerns raised about its use.

Advantages of a Data-Driven Approach

Using a data-driven approach provides several advantages. First, psychophysical methods tend
to sample information with few a priori assumptions about what face information subtends social
judgments. Such an approach makes intuitive sense for the practice of objective investigation and is
particularly relevant when studying unfamiliar groups such as different cultures or clinical popula-
tions in which existing knowledge is insufficient to provide useful guidance. Consider the scenario
of identifying which female physiques are considered desirable in sub-Saharan African cultures.
Showing photographs of Coco Chanel or Kate Moss—both Western icons of beauty—to individ-
uals in these cultures would not reveal the sought-after information ontology. Without a more ob-
jective, data-driven approach, the female body shapes that are considered desirable in sub-Saharan
African cultures—traditionally, clinically obese women—might never even be considered by the
Western experimenter (and vice versa). Instead, one approach would be to sample the multivariate
variations of 3D human bodies against perceptions of beauty in both cultures (e.g., Mautz et al.
2013). Such an approach could thus be instrumental in bridging the apparently large knowledge gap
in psychology arising from the long tradition of empirical and theoretical approaches focused on
WEIRD (Western, educated, industrialized, rich, and democratic) cultures (Henrich et al. 2010).

Second, a well-designed information-sampling space, such as one made up of dynamic AUs,
multivariate dimensions of 3D face morphology, or color (typically L∗a∗b space), provides a precise
visual information space to build rich information ontologies of a variety of social perceptions.
Consequently, the resulting information subspaces can reflect a more comprehensive account

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 5
Generating face information using 3D vertices. This reverse correlation approach has been applied to
generate and test (a) 3D face morphology, (b) complexion, and (c) their combinations to (d ) model the
mental representations of face identity. (a) Each row of faces shows a different face identity (original ) that has
been transformed using samples of 3D face morphology variation obtained from four different groups (see
the labels above each face), with all other dimensions of face variation (i.e., movement and complexion) held
constant. (b) The same procedure is applied to 3D complexion. (c) The 3D face information from panels a
and b is combined, similar to other methods used to model face information associated with personality
judgments such as trustworthiness and dominance (e.g., Oosterhof & Todorov 2008). (d ) Each novel face
stimulus (stimulus) is created by sampling 3D face morphology variation from the target identity’s gender,
age, and ethnic group (target). In each trial, the receiver selects (red outline) the face stimulus that most
resembles the target identity based on memory alone. Established statistical procedures such as regression or
mutual information, applied to the selected set of face morphologies, provide an estimate of the receiver’s
mental representation of the target identity (mental representation). Methods such as these can therefore be
used to precisely generate, control, and test 3D face morphology and/or complexion information subtending
judgments of identity (e.g., family resemblance), gender, ethnicity, age, and so on.

www.annualreviews.org • Social Psychophysics of Face Communication 283



PS68CH11-Jack ARI 16 November 2016 8:1

of the contribution of face information characterized in quantitative terms, which can support
precise, objective analysis and comparison, for example across cultures.

Third, once they are identified, information ontologies behave in a law-like manner. Diagnostic
information such as the specific dynamic AU patterns of a positive surprise facial expression in East
Asian culture ( Jack et al. 2016) could be applied to other East Asian face identities to communicate
this social message effectively in this culture. Therefore, one of the main and immediate benefits
of developing such generative models is their direct transference to the digital economy via digital
agents. For example, social robots and virtual humans are increasingly used in mainstream society
to serve a variety of functions, including health care intervention, intelligent tutoring (e.g., social
skills training for doctors), companionship, and entertainment (e.g., via the gaming industry) (see,
e.g., Morency et al. 2015). Developing and applying such formalisms of face signaling to the
design of socially interactive digital agents would allow the generation of realistic and culturally
sensitive behaviors with reliable impact on a human user’s social judgments (see, e.g., Vinciarelli
et al. 2009).

Fourth, the methods outlined above are generic and can thus be used to sample any objectively
measureable information space, whether visual, auditory, tactile, olfactory, or gustatory, and to test
against almost any form of receiver response, including corresponding sensory perceptions, neural
activity (Schyns et al. 2009; for a review, see Wu et al. 2006), or more complex cognitions and
behaviors such as approach and avoidance patterns. Sampling combinations of these information
spaces can thus further inform the interactive contributions of different sources of information in
eliciting a range of behaviors.

CONCERNS RAISED ABOUT REVERSE CORRELATION METHODS

A number of concerns are often raised when psychophysical methods are used to explore social
(i.e., high-level) perception. We address these concerns in the following sections.

Why Sample Visual Information? Why Not Instead Increase the Sample
Size of Stimuli?

One argument against controlling high-level visual information, as described in this review, is that
what can be achieved with reverse correlation methods could also be achieved, in principle, by
increasing the number of stimuli used in an experimental design. After all, a typical experimental
design implicitly samples visual information by sampling a finite set of stimuli assumed to comprise
the visual categories of the design (e.g., classic facial expressions of emotion). If this sampling
could be infinite, then by definition it would comprise all the dimensions of variance that can be
found in naturalistic stimuli. There is one major flaw with this argument, which makes a practical
consequence necessary: Stimulus sets are finite because experimental time is finite. Thus, we cannot
test a posteriori all possible dimensions of variance, having collected all possible behavioral or
neural responses to all possible stimuli. Instead, increasing the fixed number of stimuli inevitably
samples information in an implicit, uncontrolled manner. Consequently, we cannot derive the
information ontology of a categorization (including social categorizations) unless we explicitly
control and sample visual information.

The Link Between Production and Perception

A commonly raised point is that reverse correlation methods measure the perception but not the
production of face information and thus the resulting models of information ontology might only
represent a subjective perceptual experience that does not reflect what is actually transmitted by
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the sender. In addressing this concern, it is worthwhile to revisit some fundamental principles,
first of general communication and then specifically of visual perception.

First, such concerns imply that the information pattern transmitted by the sender (e.g., a facial
expression of anger) is uncorrelated, either in large part or wholly, with the information patterns
that elicit perceptions in the receiver (i.e., the information subset, diagnostic information for
anger); in other words, perception and production are two independent processes. Instead, as
discussed extensively in human (e.g., Scott-Phillips 2008), animal (e.g., Dukas 1998), and human-
made (e.g., Shannon 1948) communication systems, the production and perception of information
forms a tightly knit symbiotic relationship in which the capabilities of both sender and receiver
shape the ontology of the information patterns that are produced and used for communication.
Specifically, if the sender transmits an information pattern that is not meaningful to the receiver
(i.e., one that does not correspond to the receiver’s prior knowledge), communication tends to
break down. Consequently, any such ineffective transmissions will tend to become extinct and
replaced with one that is meaningful to the receiver. Thus, the production of information is
inextricably shaped by the perceptual and cognitive capabilities of the receiver. One relevant
observation from signal phylogeny is that a small discrepancy between the production and the
perception of information is necessary for signal evolution (e.g., Arak & Enquist 1993). Thus,
precisely identifying and measuring this discrepancy is relevant to further understanding the
nature and development of signals for human social communication (although there is also a
distinction between signals, cues, and coercion; see, e.g., Dezecache et al. 2013).

Second, long-standing knowledge of human visual perception shows that there is indeed a
distinction between what is produced (i.e., transmitted) and what is perceived (i.e., received and
decoded). Specifically, the identification of visual events such as objects, faces, or scenes relies
only on a subset of the information that is perceptually available to the receiver (i.e., detectable in-
formation) (see, e.g., Schyns 1998). Indeed, classic change-blindness experiments provide elegant
demonstrations that not all information transmitted in the environment and perceptually available
to the receiver is perceived and memorized (e.g., Simons & Rensink 2005). Classic Bubbles experi-
ments have also shown that not all perceptually available information is necessary for accurate per-
ceptual categorization (e.g., Gosselin & Schyns 2002). Thus, understanding communication—e.g.,
of social categories via the face—requires identifying which subset of the transmitted information
subtends the perception of a given social category and so does not necessarily require identifying
all that is transmitted (e.g., facial dynamics are unlikely to be necessary for categorizations of eth-
nicity). Understanding why certain face information is not used for perceptual judgments could
further inform the social and biological functions of produced face information, particularly if pro-
duction is voluntary and costly, as is the case for face movements. For example, a facial expression
of disgust might include several different AUs, but accurate perception might only rely on a subset
of them (e.g., Nose Wrinkler, Upper Lip Raiser). If only two AUs are necessary and sufficient for
accurate recognition, what function, if any, do the others serve? Future work comparing produced
face information with the subset that subtends perception could address such questions.

Analyzing Produced Face Information

In research that focuses on facial expressions, one often-cited alternative to using the receiver
to characterize their patterns is to record and analyze spontaneously produced facial expressions.
Although this approach should provide a useful complement to a perception-based approach, a
number of inherent difficulties currently limit its utility.

Facial expression elicitation methods such as film clips (e.g., Gross & Levenson 1995) or im-
ages (e.g., Lang et al. 2005) typically generate complex combinations of internal states at different
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times—for example, a disgusting film could elicit horror, surprise, and anger—with correspond-
ingly complex combinations of face movement patterns over time. How then can this stream of
face movements be interpreted? How can the signs of specific internal states (e.g., horror, surprise,
or anger) be extracted? Such difficulties are most evident in computer vision, in which automatic
detection systems must first be equipped with knowledge of different facial expression patterns
to match and categorize incoming information. A common suggestion to decode the complex
stream of face movements is to use human receivers—expert pattern classifiers, particularly of
social signals—to interpret the produced facial expressions at each time point. Of course, this is
exactly the approach of perception-based reverse correlation methods and thus reflects the strength
and intuitive simplicity of the approach. Therefore, although analyzing produced facial expressions
is clearly a relevant line of investigation, developing a precise knowledge of the dynamic patterns
that communicate different social categories is also necessary. One constructive future research
direction would be to develop methods that can precisely compare perception-based models of
facial expressions with spontaneously produced facial expressions using, for example, automatic
decoding of AUs and their temporal parameters.

Ecological Validity

Another common concern about reverse correlation methods is that the face stimuli created by
sampling (e.g., Bubbles), adding (e.g., white noise), or generating (e.g., Generative Face Grammar)
information lack ecological validity and that using real, unobscured images, videos, or live humans
more closely represents genuine social interactions. Although methods that use such stimuli ar-
guably provide a more authentic scenario (while usually not incorporating ecological conditions
such as occlusion), they typically cannot identify the information ontology that drives behavior—a
point highlighted above in the review of the classic approach to understanding social face percep-
tion. Such arguments highlight the ever-present tension between achieving ecological validity and
obtaining meaningful results, a point that must be discussed constructively to successfully guide
research. We open this discussion by considering some often-cited alternatives and evaluating
what they can deliver.

First, in the spirit of a psychophysical approach, one solution is to select images or videos of
real faces or to use live humans who vary in one aspect of the face (e.g., skin color) while others
are controlled (e.g., facial expression) and then to measure the receiver’s response to this variation
in the stimulus set (e.g., ratings of attractiveness). However, each real face is a unique identity that
necessarily comprises a specific morphology (i.e., shape and structure) that will elicit specific so-
cial judgments such as attractiveness, trustworthiness, and dominance (e.g., Oosterhof & Todorov
2008). Consequently, the resulting stimulus set of real faces will inevitably include uncontrolled
socially relevant variations that could confound results unless they are fully randomized. Resolv-
ing this issue using a finite set of images, videos, or live humans represents a substantial, if not
impossible, practical challenge.

A second, often-suggested solution to the problems of using images or videos of real faces or
using live humans is to track the receiver’s eye movements to study which samples of information
are extracted from the stimulus to resolve a given task such as interpreting facial expressions.
However, eye movements alone can only index the information in the stimulus that the receiver
has fixated and cannot show which information in the fixated content is effectively used for the
task (i.e., the diagnostic information). For example, task-relevant information is often extracted
extrafoveally (e.g., Blais et al. 2008, Eriksen & James 1986), and not all fixations made during
the task are necessary for accurate perception (Hsiao & Cottrell 2008). To address some of these
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limitations, new eye-tracking methods that separate foveal versus extrafoveal information (e.g.,
Miellet et al. 2011) or combine eye-tracking data with statistical modeling techniques (e.g., Jack
et al. 2009, Peterson & Eckstein 2012) provide the required link between stimulus information
and behavior to reveal the diagnostic information. Nevertheless, the use of images, videos, or live
humans cannot be used to characterize the information ontology of social perception because
these real face stimuli comprise fixed information sources that cannot be flexibly manipulated to
correspond to a receiver’s mental representations.

Data-Driven Reverse Correlation Methods Are Atheoretical

Data-driven reverse correlation approaches are often described as atheoretical because they make
few a priori assumptions about what information will elicit a specific perception. Put more accu-
rately, such methods fundamentally acknowledge that the subspace representing the information
ontology of a social category is currently unknown. For example, are judgments of trustworthiness
based only on face morphology, or do face movements and complexion also play a role? What
about judgments of health or social status? Thus, each dimension of the sampling space (e.g., face
movements, morphology, and complexion) in fact forms an explicit hypothesis about the infor-
mation that is potentially relevant for the social category considered (e.g., trustworthiness, health,
social status).

Consequently, the initial challenge of using these methods is to design an information-sampling
space that can accurately capture the information ontology for the social category considered. The
second challenge is the potential combinatorial explosion of the sampling space used to test against
social perceptions—consider, for example, the vastness of a space comprising all variations of face
movements, morphology, and complexion. To address these challenges of accuracy and tractabil-
ity, a creative exercise combining both theoretical and empirical knowledge must be undertaken,
first to develop a plausible set of dimensions to sample (e.g., multivariate facial movement pat-
terns to investigate emotion communication) and later to explore how other dimensions (e.g., skin
color) might modulate perception. Thus, by using theoretical and empirical knowledge to design
and test specific information spaces, the results of data-driven approaches can in turn contribute
to the development of existing theories and generate new conceptual advances, thereby both fos-
tering and benefitting from a symbiotic theory–data relationship. In the following sections, we
describe some ways to guide the application of psychophysical methods to the high-dimensional
and complex stimuli that are typically used in the field of social perception.

GUIDING THE USE OF PSYCHOPHYSICAL METHODS

Understanding Sender and Receiver Capabilities Across
a Communication Channel

The initial challenge of applying reverse correlation methods is to design an information-sampling
space that could accurately capture the information ontology for a given social category while
keeping the problem tractable. In our view, this problem remains possibly the most difficult to
solve and still requires considerable creative inputs.

In defining such an information space, the most obvious consideration is the physical
constraints of the sender and receiver: the human face and visual system, respectively. In the
section The Link Between Production and Perception, we discussed briefly the constraint that the
information transmitted by the sender must be at least detectable by the receiver. For example,
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certain colors and contrasts cannot be distinguished by the human eye, and detailed information
is visible only at relatively short viewing distances (see, e.g., Palmer 1999). Thus, aside from the
general biological constraints of the human visual system (e.g., the density and functional nature
of retinal receptors), one of the major factors affecting receiver capabilities is the communication
channel itself: the medium of light across which visual information is transmitted. Similar to the
face, the communication channel is itself a space comprised of different dimensions: distances,
illumination, pose, and forms of noise such as occlusion and environmental haze, each of which
can impact receiver capability. For example, at short viewing distances all six classic emotions—
happy, surprise, fear, disgust, anger, and sad—can be accurately identified from the face based on
the perceptual availability of specific face-movement patterns (Smith et al. 2005). However, as
viewing distance increases, performance decreases for certain emotion categories because the
detailed diagnostic information—e.g., the wide-opened eyes for fear—is no longer perceptually
available to the receiver (Smith & Schyns 2009). Thus, defining the information-sampling
space in accordance with the receiver’s capabilities depends critically on the constraints of the
communication channel that will be used.

With respect to sender capabilities, if the sender is not capable of successfully transmitting
information across a specific communication channel—e.g., using the eye whites to communi-
cate fear across a long viewing distance—or if the face information is biologically implausible—
e.g., extremely rapid muscle movements, highly saturated colors, or extremely large eyes or tiny
mouths—then this information could be omitted from the sampling space. One notable exception
is the exploration of superstimuli: exaggerated forms of a stimulus that can elicit stronger responses
in the receiver than the original stimulus, such as highly conspicuous courtship and aggression
displays (see, e.g., Tinbergen 1948), and that contribute to signal evolution (e.g., Arak & Enquist
1993). Although superstimuli tend to be beyond the sender’s current capabilities, characterizing
them still involves identifying, within the original stimulus, the information that elicits a specific
response in order to create and test exaggerated versions of the stimulus.

Interactions Between Theory and Data-Driven Approaches

The design of an information-sampling space can also be informed by theoretical considerations.
For example, consider the perceptual judgments that might influence mate choice. This behavior
likely involves finding an individual who is in good health and has certain desirable behaviors,
such as trustworthiness, warmth, or competence. Although good health is probably indicated by
genetically determined (i.e., relatively fixed) aspects of the face, such as symmetry and complexion
(e.g., Jones et al. 2012), behavioral intentions, such as trustworthiness and warmth, are more likely
indicated by voluntarily produced face information such as facial expressions (e.g., Gill et al. 2014).

Thus, the data-driven methods advocated in this review could be used to model the face
movement patterns associated with desirable mate behaviors—e.g., trustworthiness, warmth,
and competence—thereby reducing the dynamic information space (i.e., dynamic AUs) to a set
of dynamic facial expression models. The resulting models could then be combined with other
potentially relevant aspects of face information, such as complexion, to derive a bivariate law of
social perception relevant for mate choice. Consequently, such an approach can also explore the
important question of how voluntary (i.e., face movements) and involuntary (i.e., morphology and
complexion) aspects of the face influence the receiver’s judgments within an ecological niche. For
example, in countries with racial tension, can voluntarily produced facial expressions associated
with trustworthiness override the negative stereotype judgments elicited by involuntary facial
cues such as skin color?
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Exploring the Expanded Social Information Space

In this review, we have described some initial practical steps to exploring how combinations of
the complex dimensions of face movements, morphology, and complexion elicit social judgments.
Beyond face information, such social judgments could also be influenced by other factors, such
as context, the presence (or absence) or other nonverbal information (e.g., body movements or
vocalizations), and the communication channel (e.g., short or long viewing distances). As with the
dimensions of face variation, each additional potential source of variation nonlinearly increases
the complexity of understanding social perception. Thus, although each of these factors might
contribute to social perception in some way, it is simply practically impossible to include them
all in a full reverse correlation design.

One tractable solution to this problem is to initially model the dimensions that are likely to
be most relevant for a given social perception (e.g., face morphology for attractiveness) before
adding other potentially relevant dimensions such as body movements, vocalizations, context, and
differing communication channels. Consequently, researchers can increasingly refine fundamental
models of social perception that capture the main sources of variation, including by demonstrating
the robustness of social perception under different conditions (e.g., viewpoint invariance of familiar
face recognition). However, this refinement requires sampling a defined and objectively measur-
able information space. Where no such space exists, one must be created in accordance with existing
empirical knowledge or theoretical considerations. For example, although context could be highly
relevant for certain social perceptions (see, e.g., Van Bavel et al. 2016), it is not yet well defined or
easily measured. In fact, context could be one of the most complex dimensions to test because it
spans a broad range of factors, including the social function of the interaction (e.g., cooperation,
competition), the current emotional state of sender and/or receiver (e.g., celebrating, mourning),
the nature and history of their relationship (e.g., healthy professional, tense spousal), and the
physical environment (e.g., hospital, church, workplace, school, outdoors). The challenges of for-
malizing such knowledge so that it is amenable to sampling indicate that context is one of the most
difficult problems in understanding what drives behavior, requiring considerable creative inputs.

CONCLUSION

In this review, we have introduced and reviewed the foundational methodological developments
of social psychophysics—a data-driven approach that can estimate the information ontology sub-
tending social perceptions—with a specific focus on face information. In doing so, we have also
highlighted the main strengths of this approach, particularly in addressing the limitations of clas-
sic approaches in understanding the face as a tool for social communication, one of the longest-
standing and most elusive goals in psychology and other fields such as computer vision.

In looking to the future, it is important to consider the historical trajectory of the fields of psy-
chophysics and social face perception and the more recent development of social psychophysics
[a term coined by Davis (1963)]. Psychophysics is one of the oldest fields in psychology and long
preceded the classic face recognition studies performed in the mid-twentieth century. However,
its application to social face perception has developed substantially within the past decade, made
possible by rapid advances in technology, such as 3D scanning of faces and computational manip-
ulations of stimuli. Creating stimuli with precise characterization and control of face movements,
morphology, and complexion would simply not have been possible prior to such advances and in
fact would have likely hindered the development of fundamental knowledge arising from these
earlier studies. In the absence of sufficient methodological advances, classic theory-driven ap-
proaches such as Darwin’s [1999 (1872)] and Ekman’s (e.g., Ekman et al. 1969) laid the empirical
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and theoretical foundations of understanding the face as a tool for social communication. With
rapid advances in technology and methods such as those described in this review, new data-driven
approaches can build upon this knowledge to drive the field forward.

This exciting juncture represents a major turning point in the field, and several benefits arise
from the arrival of mature social psychophysics. Primarily, social psychophysics can deliver the
first formal models—psychophysical laws—that detail the precise contribution of face movements,
morphology, and complexion to the variety of social perceptions used for social interactions within
and across cultures. Psychophysical laws can support the advancement of knowledge in several
ways, including the development of new theories of social face perception that unify fragmented
lines of research on face movements, morphology, and complexion, which tend to be studied in
isolation. Social psychophysics could also address several outstanding questions, including the
in-group facial expression recognition advantage (see, e.g., Elfenbein 2015), encoding of in- and
out-group faces (e.g., Adams et al. 2010, Young & Hugenberg 2012), the other race effect (see
Tanaka 2013), and racial stereotyping (e.g., Bijlstra et al. 2010).

The development of such knowledge could have a significant impact in fields beyond psy-
chology, such as computer vision and social robotics, and in wider society. For example, modern
society increasingly demands the use of digital agents for a variety of functions, including day-
to-day services (e.g., car rental, supermarket shopping, banking); medical and military training;
therapeutic interventions; and communication in cyberspace, often across cultures. To be effec-
tive, digital agents must generate signals that reliably produce certain behaviors in human users,
such as purchasing healthy foods or feeling empathy toward out-group members. Thus, precisely
characterizing the algorithms of social perception—i.e., the psychophysical laws—can inform the
design of the digital agents of the future and contribute to the development of the digital economy.

Finally, the shift toward a more symbiotic theory–data relationship that bridges the (at least
perceived) traditionally disparate scientific cultures of vision science and social psychology is timely
for several reasons. Importantly, such relationships can counter the theoretical and empirical stag-
nation that can arise from the isolation or perceived hierarchy of scientific cultures. For example,
theoretical knowledge is sometimes used to judge the value of empirical data, as when theoreti-
cally derived AU patterns are used as a gold standard to measure facial expressions despite their
low cross-cultural validity. Consequently, embracing a new scientific culture that recognizes the
inherent complementarity of these different fields will encourage novel empirical endeavors, such
as testing facial expression patterns or social categories not yet represented by existing theories,
and facilitate the importation of new methods and knowledge from other fields to address them.

In conclusion, we stand on the brink of a new scientific horizon that promises an era of genuine
creativity and the potential to make significant strides in understanding the face as a tool for social
communication. Such advances will facilitate the prominent role that social psychology must play
in the burgeoning science of social robotics.

SUMMARY POINTS

1. As one of the most socially sophisticated species on the planet, humans are equipped
with a powerful tool for social communication: the face, which, by virtue of its complex
variations in movements, morphology, and complexion, can transmit a broad spectrum
of social categories from age and sex to social status and trustworthiness. In turn, such
perceptions can have significant consequences, including influencing employment op-
portunities, voting behaviors, and sentencing decisions such as the death penalty.
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2. Understanding which aspects of the face information—i.e., specific variations in face
movement patterns, morphology, complexion, or their combination—drive social per-
ceptions has long remained a central question in psychology, philosophy, anthropology,
and biology and, more recently, computer vision. However, because the face is a complex,
high-dimensional dynamic information space, characterizing the information ontologies
of social face perception has remained largely beyond the reach of traditional research
methods.

3. New data-driven methods developed in the field of psychophysics can help resolve these
issues by deriving law-like principles of social communication that relate variations of
face information to social perception, thereby revealing the information ontologies of
social face perception.

4. Such data-driven psychophysical methods typically sample information that can be trans-
mitted by the sender (e.g., variations of face movements) across a specific communication
channel (e.g., long or short viewing distances) and then measure the receiver’s response
(e.g., perception of emotion).

5. Psychophysical data-driven approaches have several advantages, including enabling a
broader exploration of the social information space due to the application of few a priori
assumptions about what information drives perception, a precise and formal character-
ization of the information ontology of social perception, and the capacity to generate
information ontologies.

6. Often-raised concerns about data-driven methods include aspects of ecological validity
and lack of theoretical grounding.

7. The use of psychophysical methods to understand social perception can be guided by
existing empirical knowledge, such as knowledge of sender and receiver capabilities, and
theoretical considerations. Thus the field of social psychophysics is well suited to both
contribute to and benefit from a mutually beneficial theory–data relationship.

8. The advent of social psychophysics represents an exciting new juncture in the field of
human social perception and communication, which has the potential to develop existing
theories, generate new conceptual advances, resolve existing questions (e.g., the in-group
facial expression recognition advantage, the other race effect, and racial stereotyping), and
foster a symbiotic theory–data relationship within a multidisciplinary scientific culture.

9. This framework can also contribute to the development of knowledge that can be trans-
ferred to the digital economy via social robots and virtual humans.

FUTURE ISSUES

1. Because data-driven methods can be applied to any objectively measurable stimulus infor-
mation space (e.g., auditory, visual) and linked to measurable behaviors (e.g., perceptual
categories, neural activity, decisions), social psychophysics methods can be further devel-
oped to explore the extended social environment (e.g., body movements, vocalizations,
contextual factors) and thus refine knowledge of nuanced and complex social perceptions.
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2. Data-driven methods also make few a priori assumptions about which information sub-
tends behavior and are therefore well suited to examine social perception in different
cultures and atypical groups. Consequently, data-driven approaches could make a signif-
icant contribution to advancing knowledge in currently underrepresented non-WEIRD
and clinical populations.

3. Law-like principles of social communication have the capacity to generate information
ontology, which can be transferred to the digital economy via social robots and virtual
humans. Consequently, the field of social psychophysics can inform the design of digital
agents of the future so that they can generate realistic behaviors that reliably impact
human user engagement.
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