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ble of imaging the three-dimensional dynamics of a wide variety of powders,
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N 5 particles, grains, and/or fluids. The PEPT technique can track the motion of
rights reserve

particles with high temporal and spatial resolution and can be used to study
various phenomena in systems spanning a broad range of scales, geometries,
and physical states. We provide an introduction to the PEPT technique, an
overview of its fundamental principles and operation, and a brief review of
its application to a diverse range of scientific and industrial systems.
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1. INTRODUCTION

Positron emission particle tracking (PEPT) is a powerful technique capable of imaging the three-
dimensional motion of powder, granular, multiphase, and fluid flows with submillimeter accuracy
and submillisecond temporal resolution. Particles are tracked using high-energy (511-keV) y pho-
tons, meaning that their motion can be followed even deep within the interior of large, dense, op-
tically opaque systems. This makes PEPT a valuable technique for the study of diverse scientific
and industrial processes and phenomena.

Although PEPT is a well-established technique, having first been developed in the 1980s at the
University of Birmingham (1-4), the methods, tracers, algorithms, software, and hardware used
to perform PEPT have been (and continue to be) developed and improved continuously over the
past three decades. In this review, we provide an overview of these developments, beginning in
the next section with an introduction to the fundamentals of the technique, and ending with an
overview of, and reference guide to, the various studies that have been performed using PEPT
across a diverse range of systems and how they have advanced our knowledge and understanding
of granular media.

2. THE PEPT TECHNIQUE: TRACKING
2.1. Fundamental Principles

In order to track the motion of a particle through a granular system, said particle must first be
radioactively labeled with a positron-emitting radioisotope.! The particle chosen as a tracer is
typically physically identical to others in the system to be investigated, even after the labeling
process, meaning that PEPT can easily be used for noninvasive imaging.

The short mean range of positrons in a typical granular medium [~0.5 mm for a material with
a bulk density of 1,500 kg/m® (5, 6)] means that they will rapidly annihilate with electrons within
or in the immediate vicinity of the tracer particle, releasing a pair of 511-keV photons whose
trajectories—due to conservation of momentum—are collinear (to within 0.5°) and antiparallel
(Figure 1a). If the system containing the tracer particle is placed within the field of view of a

Reconstructed

trajectory Particle location triangulated

from multiple lines

How positron emission particle tracking (PEPT) locates a single tracer particle in a granular system. If an active tracer particle
(depicted in red for clarity, though in reality identical to all others of its species) emits a pair of back-to-back y photons () that are
simultaneously recorded by the detectors of the positron camera, their trajectory can be reconstructed algorithmically (5). By finding
the point of intersection of several such lines (¢), one can determine the position of the tracer’s center.

368

"The precise ways in which a particle may be labeled, and the specific isotopes commonly used, are discussed
in detail in Section 4.

Windows-Yule et al.



Figure 2

Example of a set of 400 apparent lines of response (#) belonging to a single particle placed between the heads
of an ADAC dual-headed y camera (b).

suitable detector system’—for example, the two-headed positron camera schematically depicted
in Figure 1—the positions at which emitted y photons hit the detector are recorded.

The detection of any two photons within a predefined resolving time (typically of the order of
nanoseconds) is considered a coincidence event, meaning that it is possible that the two photons
were emitted simultaneously from the same positron annihilation. If the detected photons do
indeed belong to such a pair, the recorded positions of the photons’ interactions with the detectors
can be used to recreate the collinear trajectory followed (Figure 15). Using several such lines of
response (LoRs) belonging to multiple annihilation events, one can triangulate the position of the
tracer in three-dimensional space (Figure 1¢).

Of course, the picture presented in Figure 1 is a gross oversimplification. A set of LoRs cor-
responding to real experimental data is shown in Figure 2, illustrating the clear divergence from
the idealized picture presented in Figure 1. In reality, on the order of tens, or more commonly
hundreds, of LoRs are required in order to determine accurately the location of a particle’s cen-
ter. This is because y-ray pairs may be emitted from anywhere within—or, as mentioned above,
slightly outside—the tracer’s volume.

In addition, any PEPT detector system will be subject to false coincidences, that is, pairs of
unrelated photons hitting opposing detectors within the system’s resolving time. These may take
two main forms: random coincidences caused by entirely unrelated photons (Figure 34,5) and
scattered coincidences relating to photon pairs emitted from a real positron annihilation event,
but for which one or both members deviate from their collinear trajectory due to interactions
with the surrounding medium (Figure 3c). Figure 2 shows a set of LoRs acquired from real
experimental data, illustrating the extent of these issues.

The combination of the above issues means that, in order to locate precisely the centroid of a
particle, we must both (#) discard any false coincidences and (b) find a way in which to determine
the particle’s true center from the many annihilation events scattered throughout its volume. The
algorithms used to undertake this process are discussed in detail in Sections 2.2.1-2.2.2.

As the location of a tracer requires only a finite number of LoRs, a suitably active tracer may
be located multiple times per second. For example, by using 100 LoRs per location, a particle with
activity 1 MBq, for which 10% of the y-ray pairs emitted are detected by the camera (i.e., an event
rate of 100 kHz), may be located 1,000 times per second. As such, PEPT can be used to determine

?Greater detail regarding the detector systems used in PEPT imaging can be found in Section 3.
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Examples of false coincidences. (#) A random coincidence caused by two background photons randomly interacting with the opposing
detectors within the system’s resolving time. (b)) A random coincidence caused by photons from two separate annihilation events being
detected within the resolving time. (c) A scattered coincidence, whereby one member of a photon pair is scattered, creating a false line

of response.
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not only the location of particles but also their trajectories, their pseudoinstantaneous velocities,
and a host of other data, as discussed in Section 5.

As one may intuitively expect, the accuracy with which one may locate a particle increases with
the number of LoRs used (7). Indeed, using some algorithms, a particle can be tracked with an
arbitrarily high degree of accuracy as the number of LoRs tends toward infinity. However, increas-
ing the number of LoRs per location—assuming a finite, approximately constant event rate—will
inherently reduce the maximum number of locations per unit time. As such, when applying PEPT,
one must typically strike a balance between spatial and temporal resolution. The number of LoRs
per location can be optimized for a given experiment. For example, for a slow-moving tracer,
a larger number of events per location may be used to maximize spatial resolution, as tempo-
ral resolution is not a concern. Conversely, for a fast-moving tracer, it may be preferable to use
a smaller number of events and hence a greater number of locations per second. To provide a
simple, quantitative example, using the University of Birmingham’s ADAC camera (Figure 2), a
particle traveling at 1 m/s may be located to within an accuracy of 1 mm 1,000 times per second.
With more modern hardware, however, these statistics can be significantly exceeded, potentially
by several orders of magnitude—a matter discussed further at the end of this review.

2.2. Algorithms

As is clear from the previous section, the accurate determination of a particle’s centroid is not a
trivial task. In this section, we provide a brief overview of a number of common algorithms that
may be used to extract this information from raw PEPT data such as those shown in Figure 2.

2.2.1. The Birmingham method. The original, and still the most widely used, PEPT algo-
rithm was developed at the University of Birmingham in the early 1990s (4, 8). It works by iter-
atively removing the least accurate LoRs from a given sample until only those closest to the true
centroid remain.
More specifically, the algorithm operates as follows:
1. A sample comprising a number, N, of events (LoRs) from which to determine a location is
chosen.
2. The minimum distance point (MDP)—that is, the point in space from which the sum of the
squared distances to all N, is minimized—is calculated for the current sample (Figure 44).

Windows-Yule et al.



Figure 4

The Birmingham method. (#) The algorithm determines the minimum distance point (MDP) of a sample of lines of response (LoRs).
(b) Those LoRs lying furthest from the MDP are removed from the sample, and the MDP is recalculated using the remaining events.
(¢) The LoRs lying furthest from the recalculated MDP are removed, and this process is repeated until—assuming a suitably chosen
value of f, the final fraction of events to retain—only accurate LoRs remain, allowing the particle’s centroid to be precisely located.

3. The N4 LoRs lying furthest from the current MDP are discarded (Figure 4b).

4. A new MDP is computed for the remaining LoRs.

5. Steps 3 and 4 are repeated until only a predetermined fraction fof the original events remain
(Figure 4c).

6. The MDP of the remaining fN points is taken as the particle centroid.

7. A new sample is chosen, and steps 1-6 are repeated for the next time step.

In the above process, we consider only the location of a single tracer. However, the Birmingham
method can also be adapted for the case of multiple tracers (9, 10) using the following process:

1. The first (typically most active?) particle is located by following steps 1-7 outlined above.
2. A new data set is created using only events discarded in the previous step.

3. The next particle in the system is then located by following steps 1-7 for the new data set.
4. Steps 2 and 3 are repeated until all tracers within the system are found.

Note that the above process requires a priori knowledge of the total number of tracers within
the system. As such, this method is not recommended for systems in which, for example, particles
may move into and out of the field of view of the positron camera used.

The Birmingham multiple-particle tracking method is capable of tracking up to four individual
tracers to within a distance of twice the spatial resolution of the camera used for imaging. Further
details regarding the Birmingham method for both single and multiple tracers may be found in
Reference 4 and References 9 and 10, respectively.

2.2.2. The line density method. The line density method (11), developed at the University
of Cape Town, adopts an entirely different approach from the Birmingham method and can be
briefly described as follows:

1. The experimental volume is subdivided into a three-dimensional Cartesian grid.

2. For a given sample, the number of LoRs passing through each cell is recorded (Figure 5).
The tracer is assumed to lie within the voxel through which the largest number of LoRs
pass.

3Note that this method of multiple-particle location does not require the use of tracers with differing activities,
though the presence of differing activities makes the identification of individual particles in the subsequent
tracking process considerably simpler.
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Figure 5

A two-dimensional cross section of the three-dimensional mesh of voxels recording local line density. The
tracer is assumed to lie within the bounds of the voxel with the highest line density, specifically that through
which the largest number of lines of response pass.

3. In order to determine the particle centroid with subvoxel accuracy, for all three Cartesian
coordinates, a Gaussian is fitted to a histogram corresponding to the line densities of the
abovementioned voxel and a row of its neighbors lying along the relevant Cartesian axis.

4. The coordinates of the particle’s center are taken as the centroids of the three fitted
Gaussians.

The line density method has been used successfully to track up to eight particles simultaneously.
However, like the Birmingham method, it requires a priori knowledge of the number of tracers in
the system.

2.2.3. The clustering method. The clustering method, developed at the University of
Tennessee, Knoxville, begins—like the standard line density method described above—by creating
a three-dimensional array of line density values. Gaussian-means clustering (12), an adaptation of
k-means clustering (13), is then used to identify the centroid(s) of the tracer(s) to be located.

A step-by-step overview of the process can be given as follows:

1. The experimental volume is subdivided into a three-dimensional Cartesian grid.

2. For a given sample, the number of LoRs passing through each cell is recorded.

3. The algorithm first considers the case of a single cluster (k = 1) and then calculates a uni-
versal centroid for all data within the grid.

4. The algorithm attempts to fit a Gaussian form to the cluster currently under consideration.

5. The quality of the fit is assessed, for example, via an Anderson—Darling test (14):

(a) If the current cluster passes the test, it is accepted as a cluster and its centroid is taken
as a tracer location.

(b) If the current cluster fails the test, the cluster is split into two, and steps 4 and 5 are
repeated for knew = kod + 1.

The above process continues until all viable clusters are found. This method hypothetically
requires no a priori knowledge of the number of particles in the system, although it does require
data to be prefiltered to ensure that there exists at least one tracer within the field of view.

Windows-Yule et al.



2.2.4. Recently developed techniques. In the preceding sections, we have provided a relatively
detailed explanation of some well-established PEPT algorithms. In the final part of this section,
we provide a brief overview of more recently developed algorithms, which may one day become
the new standard.

2.2.4.1. The feature point identification method. Like the two above-described methods, the
feature point identification (FPI) technique also utilizes line density (15). In this method, however,
the values of line density assigned to each voxel are converted to gray values, and standard image
analysis techniques, specifically FPI (16, 17), are applied to the resultant data. The technique is
capable of locating up to 100 particles, though the location error increases as the square root of
the number of tracers used.

2.2.4.2. Voronoi-based multiple-particle tracking. 'The Voronoi-based multiple-particle track-
ing (VMPT) method (18) operates by discretizing detected LoRs and using these discrete points
as seed points for a Voronoi tessellation (19). As one can expect the density of seed points to in-
crease in the vicinity of a tracer, the size of the local Voronoi regions near a tracer can therefore be
expected to decrease. The location of the tracer is then determined by discarding outlier data—
corresponding to Voronoi cells with areas significantly larger than the mean—and clustering the
remaining data points. The geometric center of these clusters is taken as the tracer location. This
method can track at least 20 particles.

2.2.4.3. PEPT using machine learning. PEPT using machine learning (PEPT-ML) (20, 21),
the most recently developed PEPT algorithm, operates by determining the MDP (or cutpoint)
between every pair of LoRs detected by a scanner. Cutting-edge machine learning techniques—
specifically the HDBSCAN algorithm (22)—are then used to identify clusters autonomously on
the basis of both the Euclidean distance separating local cutpoints and the density (or sparsity) of
their nearest neighbors. The method is capable of tracking at least 128 individual tracers simulta-
neously, with no observable loss of accuracy in comparison to the single-particle case.

3. DETECTOR SYSTEMS

In Section 2, we have introduced the basic concept of PEPT imaging using a highly simplified
depiction of a dual-headed positron camera. In this section, we discuss the construction and op-
eration of such positron cameras in greater detail, and introduce the various other main forms of
detector that may be used to perform PEPT.

3.1. Fundamentals of Positron Imaging Systems

As is clear from Section 2, the main function of a detector in PEPT imaging is to record
the spatial locations of high-energy photons such that they may be used—as described in
Section 2.1—to reconstruct LoRs and hence triangulate the positions of positron-emitting tracers.

A positron camera may—as discussed further below—take many forms, but in most cases it
consists of an array of multiple, individual detectors, each capable of detecting the interaction of
an incident y photon. If the spatial positions of these detectors are known, then, by definition,
the coordinates of any photon interacting with a given detector can be estimated; the precision of
this estimation depends on the size, geometry, and other characteristics of the detector. If two pho-
tons interact within the predefined resolving time (typically 0.5-10 ns) with two separate detectors
placed at differing spatial positions, an LoR between the two can be mathematically determined
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Figure 6

(@) A Concorde Microsystems microPET P4 scanner as used in positron emission particle tracking (PEPT)
research performed at the University of Tennessee, Knoxville. (6) A Siemens ECAT EXACT3D camera as
used by the University of Cape Town.

on the basis of a suitable set of assumptions concerning the most likely interaction points of the
photons within the two detectors’ volumes. As such, with enough detectors, suitably arranged in
space, one may acquire multiple LoRs from which a tracer particle’s spatial coordinates may be
determined, as outlined in Section 2.

3.2. Static Cameras

The most common detector arrangements are that of two flat, parallel detectors (such as the dual-
headed ADAC camera pictured in Figure 2) and that of the ring geometry (e.g., Figure 6).

The first positron camera used to perform PEPT comprised a pair of multiwire proportional
chambers (MWPCs). MWPC:s consist, as their name implies, of a series of thin wires, held at a high
potential in a gas-filled tube. When ionizing radiation ionizes the gas in the tube, the free electrons
released are attracted to the nearest wires, causing a localized cascade of ionization, and hence a
detectable pulse in those wires. By cross-referencing the magnitudes of the pulses felt in different
wires, whose positions are precisely known, one can determine the region of the detector in which
the original ionization event must have occurred. Each MWPC used in the original Birmingham
PEPT experiments had a sensitive area of size 600 x 300 mm? and possessed a spatial resolution
of approximately 8 mm (1, 23, 24). Cameras of this form are, however, severely limited by their
low efficiency and hence low data-logging rate (~3,000 Hz) (24), and as a result they are no longer
used for PEPT imaging.

At the turn of the new millennium, the original Birmingham camera was replaced with a
dual-headed ADAC Forté positron camera (Figure 2), which again used a parallel two-detector
geometry but replaced the MWPC detectors with thallium-doped sodium iodide [Nal(TT)]
detectors, offering a significant improvement in both data rate and quality (7). Each detector head
comprises a single Nal(TI) crystal of area 590 x 470 mm? and thickness 16 mm that is optically
coupled to an array of 55 photomultiplier (PM) tubes. When a y photon interacts with the sodium
iodide scintillator, its energy is converted into a number of lower-energy photons falling within
the optical spectrum. These photons may then enter a PM tube where, due to the photoelectric
effect, they stimulate the emission of electrons; the weak current thus produced is amplified until
it represents a measurable electrical signal, whose amplitude is representative of the amount of
energy deposited into the PM tube. As the single Nal(T1) crystal is coupled to a two-dimensional
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array of PM tubes, the signals measured by adjacent detectors may be used to determine the
centroid of the scintillation in the two-dimensional plane of the detector. This detector array
offers a raw spatial resolution of approximately 6 mm* and a data rate of up to 100 kHz.

The PEPT facilities in both South Africa and the United States use positron cameras with
ring geometries (Figure 6), though with notably differing properties. Cape Town’s ECAT
EXACT3D camera consists of 48 82-cm-diameter rings of bismuth germanate (BGO) detector
elements, which—other than the choice of scintillator—operate exactly as the Nal(T1) detectors
described above (25, 26). This system offers a detector resolution of approximately 4 mm (25, 26).
The system used by the University of Tennessee, Knoxville (27), possesses a smaller (261-mm-
diameter) ring comprising 168 lutetium oxyorthosilicate detectors but offers a higher (1.75-mm)
spatial resolution (28).

Ring detectors operate using the same general methodology as described for parallel plates,
above. The main differences between the two systems are that (#) ring detectors offer a 360°
field of view, and hence may hypothetically detect a greater percentage of emitted photons, and
(b) whereas parallel-plate detectors utilize single scintillator blocks, ring detectors must use
smaller, individual blocks. This quantization may act to compromise the spatial resolution of the
detectors to an extent.

3.3. Modular Cameras

All of the systems discussed in the preceding section possess a largely fixed geometry’ and—with
the possible exception of Knoxville’s microPET scanner—are not realistically portable. These
limitations can prove problematic, as many industrial systems that may usefully be imaged using
PEPT possess geometries not easily accommodated by such scanners. The lack of portability also
limits the use of these systems in situ. Such in situ imaging can be highly useful, for example, as a
means of monitoring a single part of a continuous process that cannot easily be downsized into a
laboratory-scale system.

In order to address the above issues, researchers at the University of Birmingham have devel-
oped portable modular positron cameras (29, 30) whose geometries may be altered to accommo-
date an almost limitless range of system geometries. The systems are created using BGO detector
blocks harvested from Siemens ECAT series scanners. Individual buckets or modules (Figure 7),
each comprising four detector blocks, can be arranged in a desired geometry. Each of the N,
modules used is in coincidence with the remaining N,,, — 1 and—unlike in normal ring detectors,
where only coincidences in the same or adjacent rings are counted—coincidences in the modular
camera are accepted between any pair of modules.

The modular camera system is highly flexible, yet in theory maintains the same intrinsic spa-
tial and temporal resolution as the scanners from which the modules are obtained. The ultimate
accuracy of the systems is, however, limited by certain practical factors. First, and most notably, in
order to convert measured coincidences into accurate LoRs (and hence precise particle locations),
the positions of all detector blocks must be precisely known, as any inaccuracies in placement
can introduce potentially serious systematic errors. Second, variations in detector sensitivity due

#Note that the spatial resolution of the cameras themselves does not directly equate to the accuracy with
which a particle may be located, the latter typically being significantly higher due to the implementation of
the algorithms described in Section 2.2. For example, the cameras described here, despite having an inherent
spatial resolution of 6 mm, may be used to detect a tracer moving at 1 m/s to within 0.5 mm 250 times per
second. This resolution may be refined even further for slower-moving particles and/or lower acquisition rates.
Note that Birmingham’s positron camera possesses some flexibility, in that it may be rotated about the hor-
izontal x axis and its dimensionality in the z direction may be varied within a predefined (0—800-mm) range;
however, the detector’s maximal 500 x 500 x 800 mm?® cuboidal field of view remains a limitation.
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Figure 7

(a) (left to right) A detector block, detector bucket, and detector module. (b)) A modular camera array,
consisting of 16 individual modules, used to study the casting of molten aluminium.

to gaps between detectors (which, depending on the chosen detector arrangement, may be large
and/or uneven) must be accounted for. Nonetheless, the modular system facilitates PEPT studies
in new environments, and of systems otherwise impossible to image, and has been demonstrated
to operate at data rates >1 kHz and with submillimeter location accuracy.

4. TRACERS
4.1. Requirements of a PEPT Tracer

For a particle to make a successful PEPT tracer, it must possess certain fundamental properties.
First, and most obviously, it must emit positrons and (hence) back-to-back y photons; as is clear
from the description of the technique in Section 2, the emission of photons with collinear trajec-
tories is crucial to the ability of the technique to locate particles.

Second, the tracer used should be representative of, or ideally identical to, those which form
the system of study, such that the data acquired are not misleading but rather correctly describe
the dynamics of the main population. Because, as we discuss later in this section, it is possible to
activate an extremely diverse range of materials, it is normally possible to choose identical tracers.
In cases where doing so is not possible, efforts should be made to match the tracer’s density, size,
and material properties as closely as possible to those of the particles it is intended to represent.
When tracking the motion of liquids (as opposed to granular media, which are the focus of this
review), neutrally buoyant tracers are typically employed (30a).

Third, the tracer must be active enough to track reliably. Although, as discussed in
Section 2.1, the precise level of activity, and hence event rate, required to track a particle accurately
is dependent on the characteristic speed of the particle, for typical applications an activity level of
between approximately 10 MBq and 40 MBq (300 pCi to 1,000 wCi) is used (31).% For activities
<1 Bq (30 nCi) a particle can still be tracked, although finer details of its motion will typically be
lost.

Finally, a tracer should—as far as possible—be free of secondary sources of y radiation. The
presence of additional photons that are not part of a collinear pair will inherently increase the
likelihood of false coincidences (see Section 2.1), creating additional noise and hence potentially
lowering the accuracy of location and/or acquisition rate. In extreme cases, additional unwanted

®Note that for systems comprising strongly gamma-ray-attenuating materials, higher activities than those
quoted will have to be used to achieve the same measured event rates and thus tracking accuracy.
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radiation may begin to “blind” the detectors, i.e., providing a higher rate of incident photons than
can be recorded. When producing tracers for PEPT experiments, one must bear all of these factors
in mind.

There exist two main, general methods for the production of PEPT tracers: direct activation,
in which activity is induced directly in the tracer material itself, and indirect activation, in which
activity is induced in another medium and then applied to the tracer particle. In Section 4.3, we
describe both of these methodologies in further detail.

4.2. Radioisotopes

There exist in nature a large number of positron-emitting radioisotopes. An ideal isotope for use
in PEPT should (#) be short-lived enough to ensure safe disposal and avoid persistent activity in
the system of study, () be long-lived enough to conduct experiments on a timescale of the order of
hours without significant loss of activity, and (c) emit predominantly 511-keV annihilation photons
to facilitate optimal precision.

Commonly used radioisotopes include fluorine-18 (*¥F), sodium-22 (**Na), cobalt-55 (**Co),
copper-61 (' Cu), copper-64 (**Cu), and gallium-66 (*Ga). Of these, the most common is '*F, as
this particular radioisotope does not emit any y radiation other than that due to 7 annihilation.
Fluorine-18 carries the additional advantage that it can be produced in any material containing
oxygen via the reactions

150 (*He, p)""F 1.
and
150 (3He,n)18Ne —18F, 2.

As such, many commonly studied granular materials such as alumina (Al, O3), glass, or sand (Si0O;)
can be easily labeled via direct activation (see Section 4.3.1), while a host of other materials can
be indirectly activated (see Section 4.3.2) using water (H,O) already labeled with *F.

In both cases, the material in which activity is to be induced is bombarded with a 33-MeV
’He beam from the Birmingham cyclotron in order to induce the reactions detailed above. Pro-
ton beams from the cyclotron may also be used to produce other B -emitting radioisotopes, for
example, producing **Co in tracers containing iron via the reaction (32)

Fe (p, 2n)** Co. 3.

Of course, there exist many other possible reactions that, for brevity, are not listed here. The
interested reader may find further information in References 31, 33, and 34.

4.3. Methods of Activation

As noted in the preceding section, particles may be labeled either directly (the particle of interest
itself is irradiated with an ion beam) or indirectly (a second material is irradiated, and the activity
from this material transferred onto the particle of interest). In the subsections below, we discuss
both of these possibilities in greater detail.

4.3.1. Direct activation. In order to create a tracer via direct activation, the particle to be la-
beled is placed directly in the path of the ion beam used, meaning that the positron-emitting
isotope is a structural element of the material used and is chemically bound to other structural
elements—for example, the silicon in sand or glass (31, 33). Interactions between the ion beam
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and other structural elements of the particle may give rise to additional (unwanted) short-lived
isotopes, though the majority of these will decay within a time interval of ~20 min (31, 33). As
the relevant radioisotopes form a part of the structure of the tracer, and indeed the majority of
these lie well within the interior of the particle, directly activated particles are highly unlikely to
contaminate other objects with which they come into contact, even in the case of moderate surface
degradation.

Two main limitations affect the application of direct activation. First, due to the high temper-
atures reached during exposure to the ion beam, particles with low melting and/or combustion
temperatures (e.g., plastics or organic materials) are unsuitable for labeling using this method. Sec-
ond, as the activity achieved via this method is proportional to the square of the particle diameter
(31, 33), only particles with a size of 21 mm can be usefully labeled in this manner.

4.3.2. Indirect activation. In order to create a tracer via indirect activation, the initial carrier
of the B+ must first be bombarded with the relevant ions (*Te in the case of water). This produces
8F in an ionic state, which can be adsorbed into materials via ion exchange or surface adsorption.

The amount of activity deposited on a particle depends on the size of the particle; the contact
time; the concentration of '®F in the water; and, in the case of ion exchange, the ion-exchange
capacity of the tracer material. The purity of the water is also highly important, as fluorine ions
can easily be replaced by other anions that may be present in impure water. Full details of the
ion-exchange process can be found in Reference 31.

5. THE PEPT TECHNIQUE: DERIVED PROPERTIES

In Section 2, we discuss the manner in which PEPT may be used to track the motion of a tracer
through three-dimensional space. However, knowledge of the motion of a single particle is only
of limited scientific value. The true power of PEPT lies in its application to ergodic, steady-state
systems. For our purposes, the term ergodic can be taken to mean that the time average of the
behavior of a single tracer particle moving through a system of identical particles can—if the
average is taken over a period long enough to allow our particle to explore the entire system—
be assumed to be representative of the ensemble-averaged behavior of all particles within the
system. As a simple example, consider a system of identical, randomly moving particles split into
a number of distinct regions. If a single particle spends, on average, 10% of its time in a given
region, then at any given point in time one may expect 10% of all the system’s particles to be
located in this region. As such, for systems that obey the principle of ergodicity, the time-averaged
motion of a single PEPT tracer may be used to map the whole-field, three-dimensional dynamics
of an entire granular system (35),” extracting important physical quantities such as density, velocity
and granular temperature distributions, velocity autocorrelation functions (VACFs), and diffusion
coefficients. In this section, we describe the ways in which PEPT data may be manipulated in
order to extract these, and various other, system properties. Note that, for simplicity, we discuss
only the case of a single tracer particle, though in all instances the methods described may be easily
extended to the case of multiple particles.

5.1. Occupancy and Density

Using PEPT data, it is possible to determine one-dimensional particle (packing) density profiles,
as well as two- and three-dimensional density fields. In the subsections below, we describe how
this may be achieved, as well as the possible applications of the resulting data.

"Note that similar results may also be achieved for transient processes by averaging large numbers of repeat
experiments.
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5.1.1. Determining occupancy and density from PEPT data. To extract occupancy or den-
sity fields from PEPT data, it is first necessary to subdivide the experimental volume into a series
of individual volume elements. These can be one-dimensional slices, producing one-dimensional
profiles, or two- or three-dimensional cells (or voxels), producing two- or three-dimensional fields.
For simplicity, let us consider here the one-dimensional case, though the same methodology may
be trivially extended to higher dimensionalities. In order to extract a one-dimensional density
profile from PEPT data, the experimental volume must first be subdivided into a series of equally
sized slices.

In order to create a density profile, we must then calculate the occupancy, or residence fraction,
O, for each individual slice. The simplest manner in which the occupancy may be estimated is
to sum the number of particle locations falling within each slice, and divide by the total number
of particle locations recorded in the system. This is, however, a rather crude approximation, as it
relies on the often dubious assumption that particle locations are evenly spaced in time. A more
accurate definition of the occupancy for a given cell is the fraction of the total experimental time
spent within this cell.

Under the assumption of ergodicity, the fraction of time spent by a single tracer in a given
region of the system can be expected to be directly proportional to the expected fraction of the
total particles in the system to be found in said region at any given time. As such, the known
occupancy of the 7th cell can be used to calculate the corresponding mean number density as
NO;

7

n; = 4.
where N represents the total number of particles in the system and V. is the volume of a cell.
Then, the packing density, n;, can be determined as

ni =V, 5.

where V, is the volume of a particle.

By calculating n; for all N, cells within the system, a one-dimensional density profile can be
created. Two- and three-dimensional density distributions can be created by following the same
procedure but instead dividing the experimental volume into, respectively, two-dimensional pixels
or three-dimensional voxels.

5.1.2. Applications. Knowledge of the particle density distribution within a system can be vital
for determining the state of said system, either generally, as a solid, liquid, or gas (36), or more
specifically, as in identifying the Leidenfrost state in vibrated systems (37) or the centrifuging
state in horizontally rotated beds (38). In combination with measurements of systems’ tempera-
ture and/or velocity distributions, the ability of PEPT to map one-, two-, and three-dimensional
density distributions has also proven highly valuable for validating both continuum and numerical
models of a variety of systems—including vibrated beds (39-41), fluidized beds (42-44), rotating-
drum systems (45-48), and diverse mixer systems (49-51)—and thus extracting a wealth of addi-
tional information not directly accessible from PEPT alone. In binary or polydisperse systems,
measurements of density distribution also enable the detailed study of mixing and/or segregation,
as discussed further in Section 5.6. Occupancy measurements also allow analysis of residence time
distributions, making them highly valuable for the study of continuous processes (52).

5.2. Velocity

Due to the high temporal resolution of PEPT, it is, under suitable circumstances, possible to
extract pseudoinstantaneous velocity data from particle locations. In the subsections below, we
discuss how these velocities may be extracted rigorously (Section 5.2.1) and subsequently how
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Figure 8

Three stages in the motion of a hypothetical tracer particle colliding with another particle at time # = 7 - At.
If the particle’s velocity is calculated over a number of points corresponding to a total time difference

t < m - At (where At represents the average time step between locations), positron emission particle tracking
(PEPT) can be expected to represent accurately the tracer’s pseudoinstantaneous velocity. Conversely, for

t > m - At, the collision—which alters the particle’s trajectory—will be missed, causing a false velocity to be
recorded. In other words, U{CHIO and vi““l are averaged out into a single velocity. A similar problem arises if
the particle is convected by nonlinear fluid flow.

the velocity data acquired may be used to create velocity probability density functions (PDFs)
(Section 5.2.2), spatial velocity distributions (Section 5.2.3), and velocity autocorrelation functions
(Section 5.2.4). In Section 5.2.5 we discuss different methods for averaging velocities, and finally
in Section 5.2.6 we discuss the various applications in which knowledge of particle velocities may
be of value.

5.2.1. Determining particle velocities from PEPT data. As noted at the beginning of the
section, PEPT data—if the temporal resolution with which they are acquired is suitably high—
can be used to determine the pseudoinstantaneous velocities of particles. However, one must be
careful when analyzing and interpreting PEPT velocity data for a number of reasons.

For instance, it is typically inadvisable to calculate particle velocities from a two-point aver-
age of directly adjacent particle locations. This is because a particle will typically move only a
small distance, Ar, in the short time step, Az, between locations, meaning that the uncertainty on
particle location becomes comparable to the distance moved, and hence the calculated velocity
(v = Ar/At) carries a large percentage error. Conversely, if one attempts to calculate a pseudoin-
stantaneous velocity over too many data points (i.e., too long a time interval), one will also obtain
inaccurate data if the particle experiences collisions with other particles or objects (Figure 8).

As such, if one wishes to use PEPT to determine accurately the instantaneous velocities of
particles [or otherwise characterize a particle’s ballistic motion (35)], one must ensure that the
acquired data rate significantly exceeds the collision rate for the system in question. Conversely,
if one is simply interested in the mean flow velocity of the system—as is most often the case—this
constraint does not apply.

Particle velocities are typically determined in one of three ways, though other methods may
also be applied. The simplest method is to use a center-difference approach (35):

Tty — Ty
Vi = ——, 6.
tiva — ticg

where v; is the vector velocity corresponding to the 7th location event and # is an integer constant.
One may also calculate velocities from PEPT data using a weighted-average approach:

Civa; — Tieu;
vi=y W 7.

F livaj = li-a;

where ) W, = 1.
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In both of the above cases, the value(s) of # should be chosen to optimize the accuracy of the
calculated velocities based on the activity of the tracer and the expected mean speed of particles in
the system. For a highly active, slow-moving tracer, a large # (i.e., averaging over many location
events) may be used to give good statistics and hence low errors on the net velocity. For a fast-
moving tracer and/or a low activity rate, a smaller # will be required to ensure that the velocities
calculated remain representative of the particle’s true motion.

The final commonly employed method for calculating velocities from PEPT data is to employ
a least-squares regression analysis over a suitably chosen number of points (53). Once the veloc-
ities for all location events have been determined, these microscale data may be used to provide
information regarding various macroscopic properties of the system, as detailed in the following
sections.

5.2.2. Determining velocity probability density functions from PEPT data. Granular
materials, unlike classical media such as true gases, are known to exhibit non-Gaussian velocity
distributions (54, 55) and anisotropic velocity/energy distributions (56)—matters of considerable
scientific interest. As such, it is highly valuable to be able to obtain velocity distributions for each
of a system’s spatial coordinates.

Under the assumption of an ergodic system, the velocities corresponding to each location event
achieved over a period # can be considered equivalent to the velocities of all N particles in the
system over a period #/(NAt), where At represents, as above, the mean time step between two
consecutive data points. As such, velocity PDFs for the system can be created simply by appropri-
ately sorting and normalizing the individual velocity values for all detected locations. This can be

done for the x, y, and/or z velocity individually or for the velocity magnitude v = /vl + v} + vZ.

5.2.3. Determining spatial velocity distributions from PEPT data. In order to determine
the spatial distributions of velocities within a granular system, one must begin by subdividing
the experimental volume into a series of one-, two-, or three-dimensional cells, as described in
Section 5.1.

For each cell, the mean speed, as well as the mean value of each individual velocity component,
can be determined by averaging the individual velocity values belonging to all location events
falling within that cell. The values obtained may then be plotted to provide the desired velocity
distributions. For the case of two- or three-dimensional cells, one may additionally create a velocity

vector field (Figure 9).

5.2.4. Determining velocity autocorrelation functions from PEPT data. The VACF—a
measure of the rate at which the velocity of a particle in a system becomes decorrelated from its
initial value—is typically written as (58)

Zit) = (it +Dui®));  i=xy,3, 8.

where s represents an arbitrary period of time and the angled brackets represent an ensemble
average. Of course, for PEPT, one can obtain data for only a subset of particles within a system,
meaning that an ensemble average is not directly attainable. As such, one must again exploit the
principle of ergodicity, enabling the use of a single, long-time trace to obtain data statistically
equivalent to an ensemble average.

In order to calculate a VACF using PEPT, instead of considering a number of individual, simul-
taneous particle trajectories, one instead considers a series of individual slices of a single trajectory.
In order to maximize statistics, these slices are typically acquired using a time-lag analysis, that is,
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Figure 9

(@) An example (57) of a velocity vector field extracted from a rotating-drum system. The orientation of the
arrows corresponds to the direction of the mean velocity vector at a given point in space, while the length of
the arrows represents the velocity magnitude. (b)) Tangential velocity profile for the system in panel #, along a
diametrical line passing through its mean center of circulation.

a moving window translated across the particle velocity trace, creating overlapping data sets. The
individual velocity correlation for the jth time window can be written as

Zl = v] (t + ), ). 9.

Here, the indices 7; and ; correspond to the Cartesian coordinates x, y, and z. If i} = 5, the quantity
calculated is the autocorrelation, while if 7; # 7,, Equation 9 gives the cross-correlation.

As PEPT inherently provides data at random time intervals, the data points for all individual
traces are binned with a chosen time interval. One may arrive at the final VACF simply by aver-
aging all of the individual traces obtained. Interestingly, the bin width can be chosen to be smaller
than the mean data rate of the data being analyzed, meaning that VACFs may in fact be produced
with a higher temporal resolution than the raw PEPT data used to create them. Further details
regarding the extraction of VACFs from granular media using PEPT may be found in Reference
53.

5.2.5. Face-averaged and volume-averaged particle velocities. If it is desired to determine
a spatial distribution of time-averaged particle velocity from a PEPT experiment, there are two
principal ways of doing so: face averaging and volume averaging (Figure 10). The difference is
that in face averaging only the velocities of particles whose trajectories cross a particular surface—
in this case a horizontal one—are considered, whereas in volume averaging the velocities are
considered for all particles located inside a specified volume within the examined time period.
Xu et al. (59) consider these options in detail for both PEPT and numerically derived data for a
fluidized bed, showing how different the two averages can be. The two would yield the same result
if the flow were homogeneous. However, in most cases they differ due to the inherently hetero-
geneous structures in gas—solid flows, resulting in correlation of the local particle concentration
and particle velocity.

5.2.6. Applications. The ability of PEPT to extract information regarding particle velocities is,
unsurprisingly, valuable for a range of scientific and industrial applications. For example, analysis
of the non-Gaussian nature of velocity PDFs and the decay of the VACFs in vertically vibrated
systems allows insight into the fundamentals of granular dynamics (53, 60-63). In fluidized-bed
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Figure 10

Face averaging and volume averaging of the vertical velocity component of 1 of 1,000 simulated tracer particles for a fluidized bed (59).

systems, measurements of particles’ trajectories and velocities not only provide direct knowledge
of a solid’s motion within said systems (64-71) but also allow insight into fluid motion through,
for example, analysis of particles’ jump velocities and idle times (65, 72).

Velocity vector fields allow detailed insight into, for example, convective flow within vibroflu-
idized media (36, 61, 73-75), flow patterns and recirculation within gas-fluidized beds (64, 65,
76-78), and phase transitions in rotating-drum systems (48, 79-84). The determination of parti-
cle velocities is also crucial for the computation of other important quantities, such as shear rate
(see Section 5.3) and granular temperature (see Section 5.5).

5.3. Shear Rate

In order to determine the shear rate, one must begin by creating a grid of velocities, as per
Section 5.2.3. For simplicity, let us consider a two-dimensional velocity field corresponding to
a system, such as a rotating drum (Figure 94), for which particle densities and velocities may be
assumed to be constant along the third dimension—that is, the depth-averaged two-dimensional
field analyzed is representative of the full three-dimensional system.

In order to analyze the shear rate, we first must choose a suitable line or plane along which
we wish to calculate it. For the present example, we consider a single line of cells in a direction
perpendicular to the direction of flow and bisecting the system’s center of circulation (Figure 95)
(85, 86), and extract the tangential velocity pertaining to each of these cells, providing a (discrete)
one-dimensional velocity profile. In order to extract a shear rate from these data, we must then
attempt to fit a (continuous) function to the data that accurately describes its variation. For our
current example, one may utilize a function of the form

vy = aysin (b7 + ¢1) + a3 sin (b7 + 2), 10.
where 7 represents the position along the line of interest (Figure 95), and the coefficients 4;, #;, and
¢; are fitting parameters. Once the values of 4;, b, and ¢; have been chosen such that Equation 10
provides a strong fit to the data, the shear rate, y, can be found simply by differentiating v, with
respect to 7

y = a1by cos (byr + ¢1) + arb; cos (byr + ¢2). 11.
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While the form of Equation 10, and hence of Equation 11, is specific to the system used in this
example, the general principle outlined above can be applied to any system from which a shear
rate is meaningfully calculable.

5.4. Mean Squared Displacement and Self-Diffusion

The diffusive behaviors of granular materials, and their role in processes such as mixing and seg-
regation, are active areas of research in the field of particle technology. In this section, we discuss
how particles’ mean squared displacements (MSDs), self-diffusion coefficients (Section 5.4.1), and
mixing behaviors (Section 5.4.2) may be extracted from PEPT data, and how this information may
be utilized in real-world applications (Section 5.4.3).

5.4.1. Determining mean squared displacement and self-diffusion from PEPT data. As
in the calculation of VACFs, described in the preceding section, the usual ensemble averages used
to compute MSDs are, for PEPT analysis, replaced by averages of multiple temporal slices of a
single trajectory. The classical definition of the MSD is given by

MSD = (|r(z) — r(0)[?). 12.

In order to calculate MSD from a PEPT data set, each individual location event, 7, may be taken as
the start point, #;, for an individual trace; the motion of the particle from this start point is followed
for a predetermined period of time. The squared displacement for the 7th individual trace at a time
¢ may thus be written as

Ar(t') = |x(t) — x(t))’. 13.

Each value of the squared displacement is then binned according to its relative time of location,
¥ =t — ty, and the effective ensemble average is calculated by averaging the traces corresponding
to each start point.

Using this approach, one may calculate the diffusion coefficient for a system [or indeed a region
of a system (87)] in the usual manner:

i=N

_ 13 1 _ 2\ - (+\2
D_tlin;@ur(t) r(0))?) = 4t/N§A1,(t). 14.

Further details regarding the measurement of MSD and diffusion using PEPT may be found in
References 35 and 87-89.

5.4.2. Dispersion and mixing. PEPT is extremely well suited to the study of mixing. Many
different approaches have been used, but a generic approach first proposed by Martin et al. (90) is
a good starting point. This addresses the common problem of following the dispersion of a group
of particles originating at the same point (Figure 114), which might represent, for example, the
addition of an ingredient to a batch of product.

The difference between the trajectories is a measure of dispersion related to processes occur-
ring at that point. In single-particle tracer studies, each time the tracer passes through a given
volume element of the system, its subsequent location (some time or distance later) can be found.
When the tracer has passed through each element many times, many traces are obtained with
their origins at approximately the same point. Provided that the motion of the solids is time inde-
pendent and the system can be considered ergodic, this is equivalent to tracing the path of many
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(@) Measuring the dispersion of a series of particles originating from the same point, or, in the case of
positron emission particle tracking (PEPT), the same voxel. (5) A bladed mixer imaged using PEPT. (¢) A
series of individual PEPT tracks within the mixer originating from the same voxel. (d) Spatial distribution of
the variance, calculated as per Equation 15. Lighter areas correspond to high variance and therefore high
local mixing, while darker areas show little local mixing. Figure adapted from Reference 90.

Figure 11

particles from the same location simultaneously. Figure 11 shows an example for a mixer with a
high-speed rotating blade.
The variance between the locations is then given by

1 n

2 -\2 -2 2

o ——*E X — X i~ i—2), 15.
”,»:1( )Y+ @i — ) + (2 —2) 5

where o denotes standard deviation; &, j, and Z denote mean final location; and # is the number of
trajectories. The logarithm of the local variance is plotted in Figure 11d for the particular mixer
in question.

A question arises as to how far (or for how long) the tracer particle should be allowed to move
before its location variance is found. First, time is a more appropriate measure for the interval
between the start point and the variance measurement, and is consistent with the approach taken
in diffusion. Second, the elapsed time should be long enough to allow measurable movement to
take place, but not so long that that movement is no longer related to the conditions that are local
to the point of interest.

5.4.3. Applications. Measures of self-diffusion or dispersion are widely used as a proxy mea-
surement to establish the quality or rate of mixing within a system. PEPT has been used to this
end in a variety of tumbling mixers, v-mixers (91, 92), rotating-drum mixers (46, 93), high-shear
mixer-granulators (94, 95), bladed mixers (96, 97), and paddle mixers (90, 98, 99). MSD measure-
ments can also be used to indicate the state of a system by showing signatures of ballistic motion
(indicating a dilute, energetic system) (100, 101) or caging (102), indicating a dense granular liquid
close to the jamming transition (36).
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5.5. Granular Temperature

When discussing the concept of granular temperature, it is important to note that there exist
several possible definitions thereof (103, 104). In this review, we adopt the definition used by
Ogawa (105, 106), which is both the most commonly employed and the most literal analog
to the classical temperature: the mean fluctuation energy of particles within a system, given
mathematically as (103)

1
T = Bm(fz), 16.
where 7 is the mass of an individual particle, D is an integer representing the dimensionality of
the system (D = 1, 2, or 3 for a one-, two-, or three-dimensional system, respectively), and c is the

fluctuation velocity of a particle about the mean:

c=v—17. 17.

5.5.1. Dilute systems. For dilute systems, where the acquisition rate, ,, of PEPT data greatly
exceeds the particle collision rate, 7., the granular temperature of a system (or region thereof) can
be simply calculated using the formulation given in Equation 16. Below we show how, for this
case, a spatial granular temperature distribution may be obtained from PEPT data.

First, the mean velocity for a given region (cell) can be calculated as described in Section 5.2.3.
Second, this mean velocity can be compared with the pseudoinstantaneous velocities correspond-
ing to each data point lying inside the cell to calculate a series of fluctuation velocities, the average
of which can be used to determine the mean granular temperature as per Equation 16. By repeat-
ing this process for all cells, the spatial variation of T across the system may be mapped.

5.5.2. Denser systems. For cases in which the assumption 7, > 7. does not hold, the inability
of PEPT to detect collision events reliably will introduce significant errors into the calculation of
velocities, and hence 7, as detailed in Section 5.2.1. In this case, an alternative approach may be
adopted (87, 89), in which the mean squared speed required to calculate 7" can be acquired using
the MSD:

()? = (Ir(@) = r(0)*). 18.

The MSD, (|r(£) — r(0)|?), can be calculated from PEPT data as described in Section 5.4. Note
that whereas the diffusion coefficient is calculated from the long-time, diffusive part of the MSD,
the mean squared speed is extracted from the short-time, ballistic region (89).

5.5.3. Applications. PEPT measurements of granular temperature are more common in aca-
demic, as opposed to industrial, research, where they are widely used to draw parallels with the
behaviors of classical molecular systems (60, 61, 107-109) and thus help develop, test, and validate
theoretical frameworks (39, 110, 111). PEPT was the first technique to measure the temperature
of a three-dimensional granular fluid (35), the first to provide insight into temperature scaling in
three-dimensional systems (87), and the first to demonstrate directly that binary granular beds
violate the equipartition theorem (112).

5.6. Properties of Binary and Polydisperse Systems

In the preceding subsections, we have implicitly considered only monodisperse systems. PEPT
can also, however, be easily applied to binary and ternary systems, and indeed those possessing
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higher orders of polydispersity (120). In this section, we discuss the two main methods by which
this may be achieved, the comparative strengths and weaknesses of each method, and the manner
in which these methods may be used to measure and quantify certain key quantities pertaining
exclusively to binary or polydisperse systems.

5.6.1. Acquiring data from multiple species. PEPT data may be acquired from particles pos-
sessing two or more individual species in two distinct ways: by repeating the same experiment mul-
tiple times with different tracers or simply by running a single experiment using multiple labeled
particles (see also Section 2.2). We provide an overview of each methodology in the subsections
below.

5.6.1.1. Single-tracer method. The most widely used method to study polydisperse systems
using PEPT is, for a system containing N; distinct species of particle, to repeat the relevant ex-
periment under identical conditions N; times, with each repeat utilizing a tracer of a different
species. Under the assumption of ergodicity and suitably long imaging times in all cases, the com-
bined time averages of these N; separate runs can be considered equivalent to those of a single run
tracking all N; particles.

Consider, as an example, the case of a binary mixture of equally sized particles differing in their
material properties. If one were to conduct two identical experiments of equal duration (one for
each tracer species), the packing density of each individual species could be found in a manner
identical to that described in Section 5.1, except that the N used in Equation 4, representing the
total number of particles in the system, must now be replaced with N;, the number of the current
(ith) species of interest. If we consider instead the case in which particles also differ in size, it is
important to ensure the use of the correct particle volume, V},, for each case studied when applying
Equation 5. The methods for calculating the other quantities listed in this section can be adapted
to the binary or polydisperse case with equal simplicity.

The main advantage of the single-tracer method is that, as each species is measured in isola-
tion, both the spatial and temporal resolution of the data acquired remain maximal. However, the
method is—compared with the multiple-tracer case—considerably more time-consuming, scal-
ing linearly with the number of species used. As such, this method is infeasible for the imaging of
highly polydisperse systems.

5.6.1.2. Multiple-tracer method. The multiple-tracer method, though conceptually simpler
than the single-tracer method, is currently less widely used. However, as multiple-particle tracking
techniques evolve and develop (see Section 2.2), this may change in the coming years.

In this method, one or more tracers of each species are introduced to the same system and
imaged simultaneously. The main complication with this technique arises from the fact that—
unlike with multiple-particle tracking in the monodisperse case (see Section 2.2)—the ability to
distinguish between different tracers is no longer optional but vital. As such, one must be sure
to utilize tracers of clearly differing activity, a task that becomes even more complex if one is
utilizing particles labeled with isotopes of differing half-lives. Assuming that different species may
be successfully separated, relevant quantities may be extracted from these data in the same manner
as described in the preceding section.

As alluded to above, the multiple-tracer method is faster—in some cases significantly so—
than the single-tracer method, and carries the additional advantage of being able to provide a
degree of insight into the interactions between differing species. Its main disadvantage—other
than the abovementioned necessity of utilizing distinct activities—is that the temporal and/or
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spatial accuracy of tracking will typically [but not always (20)] decrease with the increasing number
of particles used, an issue discussed in detail in Section 2.2.

5.6.2. Single-species concentration distributions and segregation. When studying binary
and polydisperse systems, one of the most significant and widely explored (113) phenomena is
that of granular segregation, the process by which particles of differing species spontaneously
migrate to different regions of a system (114). If one wishes to assess the extent of segregation
in a system, it is first valuable to determine the spatial distributions of different particle species
and their relative concentration throughout the system. In order to do so, one must subdivide the
experimental volume into cells and determine the individual spatial packing-density distributions
for each species within the system, as described in Section 5.1. For the 4th cell within the system,
the local fractional concentration of particles of species 7 can be determined as

:
r].
o= —1 19.
DAY
i
where N; represents the total number of distinct particle species in the system. For the most
common case of a binary system containing two species,  and b, the above equation reduces to

k k
P M e 20
T ok k? bk k- :
nﬂ+nb 7711+7717

Note that these equations provide a measure of the single-species concentration in terms of the
relative volume fraction of a given species. One can compute the corresponding number fraction
by using the same equations, simply replacing the packing fraction n with the number density .
By determining the concentration of a given species for all cells within a system, one may build
up a concentration distribution such as that shown in Figure 12.

With a known concentration distribution, one may then attempt to quantify the degree of
segregation exhibited by a system using a quantity such as the segregation intensity parameter, .
For a system subdivided into N, equally sized cells, I, may be calculated as

1
k=N z

1
L=|5 2 @ =) 21.

€ k=1

where ¢¥ is the concentration (either volume or number) of species i in cell £, and ¢?” is the mean
concentration of this species in the system as a whole. For a 50:50 binary mixture of particles, a
completely segregated system will yield a value I, = 0.5, and a perfectly mixed system will yield
I, = 0. For different relative concentrations of particle species, while the value of I; corresponding
to perfect mixing will remain consistent, the value pertaining to perfect segregation may vary
(though it will always correspond to the maximum value achievable). As such, if one wishes to
compare the segregative behaviors of systems with differing overall concentrations of individual
species, the I; values for each different system must be normalized.

Note also that the precise value of I achieved from a given system is cell size dependent—
or, more specifically, dependent on the size of the cells relative to the particles used. In other
words, while the values of I; can be expected to remain self-consistent for a fixed grid and system
composition, one must take care when attempting direct, quantitative comparison between results
in the literature using differing cell sizes and/or particle sizes.

Although the segregation intensity, I;, was the most commonly used parameter in previous
PEPT studies of segregation, there exist several alternative scalar measures that may be applied to
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Figure 12

Positron emission particle tracking (PEPT) image (45) showing the well-known radial segregation pattern
(115) exhibited by a binary granular bed housed in a rotating drum. In the image, lighter (darker) regions
correspond to regions of higher (lower) large-particle concentration, ¢r,.

PEPT data. The interested reader may find details of some common alternative parameters, and
how they are computed, in References 116-118.

5.6.3. Temperature partition. Another widely studied phenomenon unique to binary and
polydisperse granular systems, and indeed another major characteristic separating them from clas-
sical systems, is the nonequipartition of energy between different species coexisting in a single
system (112, 119). The extent of nonequipartition may in fact be relatively easily characterized by
determining the granular temperatures individually for both/all components of a given system, as
per Section 5.5, and by finding the ratio(s) between these values. This can be performed either
on a whole-field basis or by comparing temperatures cell by cell in order to explore the potential
variation of equipartition through different regions of a system.

5.6.4. Applications. The ability to track the distribution of one or more components of a mix-
ture through a system may be valuable for any process in which the homogenization or separation
of such a system is desirable. PEPT has already been used in this manner in vibrated systems
(107, 120-123); rotating drums (45, 46, 93); bladed mixers (99); and, more recently, gas-fluidized
beds (124, 124a), though the technique may easily be applied to many other industrially relevant
systems in which mixing and segregation are significant issues.

5.7. System-Specific Quantities

In the preceding sections, we have described the most widely applicable and commonly utilized
quantities that may be extracted from PEPT data. Nonetheless, there exist a host of other, more
system-specific and/or more infrequently applied quantities—for example, convection strength in
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vibrated beds (36, 61, 125-127), turnover rate in fluidized beds (128), and free-surface angle in
rotating drums (80, 81)—which may also be characterized using PEPT.

1. New algorithms increasing the number of particles that may be tracked simultaneously
(and decreasing the minimum separation distance above which separate trajectories may
be successfully distinguished) have greatly improved the applicability of PEPT to tran-
sient processes, as well as the ability of the technique to track rotational motion.

2. With the availability of a variety of different scanner types adapted for PEPT use—
ranging from small-animal scanners capable of imaging comparatively small systems
with extremely high spatial resolution to modular systems capable of the in situ imag-
ing of industrial-scale systems of arbitrary geometry—the PEPT technique is now more
broadly applicable than ever before.

3. Improvements in the techniques used to label tracers with radioactivity have made it
possible to track noninvasively an almost unlimited range of materials and to reconstruct
with accuracy the dynamics of particles with sizes as small as 50 pm.

4. Thanks to the combined efforts of numerous researchers working in diverse fields, algo-
rithms have been developed to extract an expansive range of physical quantities—both
fundamental and highly system specific—from PEPT data, allowing past, current, and
future researchers to explore a vast number of phenomena and processes in a diverse
array of granular and multiphase systems.

1. Super-PEPT: A new, custom-built detector array is currently under development at the
University of Birmingham. The system is expected to achieve data rates of 2 x 10 events
per second with a spatial resolution of 1 mm across a field of view 400 mm in diameter
and 480 mm in height.

2. Multimodal imaging: Although a powerful technique, PEPT—Iike all experimen-
tal imaging methods—possesses inherent limitations. Combining or even hybridizing
PEPT with other techniques that have complementary capabilities could enable the ac-
quisition of more complete information from a variety of granular systems.

3. Cross-comparison of algorithms: As outlined in Section 2.2, there exist various algo-
rithms with which PEPT data may be preprocessed. However, as these algorithms have
been developed and tested using decidedly dissimilar detector systems, a direct compar-
ison between them cannot be reliably drawn from existing literature. Future research
explicitly comparing the algorithms, and their relative effectiveness under different con-
ditions and for different applications, would prove highly useful to the field.

4. Tracer miniaturization: At present, tracers with sizes down to 50 pm have been suc-
cessfully synthesized and tracked. However, further miniaturization of PEPT tracers
will make the technique more valuable for a greater range of applications, in particular
biomedical applications.
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