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Abstract

Species distribution models (SDMs) are numerical tools that combine obser-
vations of species occurrence or abundance with environmental estimates.
They are used to gain ecological and evolutionary insights and to predict
distributions across landscapes, sometimes requiring extrapolation in space
and time. SDMs are now widely used across terrestrial, freshwater, and ma-
rine realms. Differences in methods between disciplines reflect both dif-
ferences in species mobility and in “established use.” Model realism and
robustness is influenced by selection of relevant predictors and modeling
method, consideration of scale, how the interplay between environmental
and geographic factors is handled, and the extent of extrapolation. Current
linkages between SDM practice and ecological theory are often weak, hin-
dering progress. Remaining challenges include: improvement of methods
for modeling presence-only data and for model selection and evaluation;
accounting for biotic interactions; and assessing model uncertainty.
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INTRODUCTION

Throughout the centuries humans have observed and recorded consistent relationships between
species distributions and the physical environment. Whilst early scientific writings were largely
qualitative (Grinnell 1904), numerical models are now widely used both for describing patterns
and making predictions. These numerical techniques support a rich diversity of applications,
arguably with varying degrees of success. Published examples indicate that species distribution
models (SDMs) can perform well in characterizing the natural distributions of species (within their
current range), particularly when well-designed survey data and functionally relevant predictors
are analyzed with an appropriately specified model. In such a setting, models can provide useful
ecological insight and strong predictive capability. By contrast, applications that fit models for
species not substantially in equilibrium with their environment, that extrapolate in time or space,
and/or use inadequate data are much more challenging, and results are more equivocal.

Our aim is to review the history and current status of the SDM literature, exploring applications
spanning biological realms and scientific disciplines. We define an SDM as a model that relates
species distribution data (occurrence or abundance at known locations) with information on the
environmental and/or spatial characteristics of those locations (for key steps, see Sidebar, Basics
of Species Distribution Modeling). The model can be used to provide understanding and/or to
predict the species’ distribution across a landscape. Names for such models vary widely. What we
term SDMs have also been called (sometimes with different emphases and meanings): bioclimatic
models, climate envelopes, ecological niche models (ENMs), habitat models, resource selection
functions (RSFs), range maps, and—more loosely—correlative models or spatial models. We
include these, but exclude models that are mechanistic or process-based (see Kearney & Porter
2009 for a review), or that predict community-level features such as community composition and
species turnover or richness (see Ferrier & Guisan 2006 for a review).

Reviews of SDM literature include those of Guisan & Zimmermann (2000), Stauffer (2002),
Guisan & Thuiller (2005), Richards et al. (2007), and Schroder (2008). Several books have either
been recently published or are in preparation (Franklin 2009; A.'T. Peterson & A. Guisan, per-
sonal communication). Instructional texts and training opportunities in species modeling are now
available, including online texts (Pearson 2007) and university courses and workshops.

In light of these resources, we provide only a brief review of the technical aspects of SDMs
and do not give methodological advice, concentrating instead on historical and cross-disciplinary
features. In particular, we probe the motivations and concepts inherent in different approaches,
attempting to identify commonalities that are widely relevant, regardless of discipline bound-
aries. We explore the diverse uses of SDMs (across environments, spatial and temporal scales,
and modeling techniques), including earlier emphases on understanding ecological relationships

BASICS OF SPECIES DISTRIBUTION MODELING

Key steps in good modeling practice include the following: gathering relevant data; assessing its adequacy (the
accuracy and comprehensiveness of the species data; the relevance and completeness of the predictors); deciding
how to deal with correlated predictor variables; selecting an appropriate modeling algorithm; fitting the model to
the training data; evaluating the model including the realism of fitted response functions, the model’s fit to data,
characteristics of residuals, and predictive performance on test data; mapping predictions to geographic space;
selecting a threshold if continuous predictions need reduction to a binary map; and iterating the process to improve
the model in light of knowledge gained throughout the process (Elith & Leathwick 2009).
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and the more recent focus on prediction. Finally, we identify and examine several emerging
issues. Our limit of 120 references means that many interesting and relevant pieces of work
inform our review but are not explicitly mentioned, so we also provide a Supplemental Liter-
ature Cited (follow the Supplemental Material link from the Annual Reviews home page at
http://www.annualreviews.org) for download, listing useful papers for each topic.

THE SPECIES MODELING LANDSCAPE: I'TS DEVELOPMENT
AND DIVERSITY

Conceptual and Technical Underpinnings

Broadly speaking, contemporary SDMs combine concepts from ecological and natural history
traditions with more recent developments in statistics and information technology. The ecological
roots of SDMs belong in those early studies that described biological patterns in terms of their
relationships with geographical and/or environmental gradients (e.g., Grinnell 1904, Murray 1866,
Schimper 1903). Moreover, research that highlighted the individualistic responses of species to
their environment (e.g., for vegetation, see Whittaker 1956; and for birds, see MacArthur 1958)
provided the strong conceptual argument for modeling individual species rather than communities.

Modern quantitative modeling and mapping of species distributions emerged when two par-
allel streams of research activity converged. On the one hand, field-based ecological studies of
species-habitat associations, at first reliant largely on linear multiple regression and discriminant
function analyses (Capen 1981, Stauffer 2002), benefitted from new regression methods that pro-
vided coherent treatments for the error distributions of presence-absence and abundance data.
Generalized linear models (GLMs) enabled pioneering regression-based SDMs that had much
more sophistication and realism than was possible earlier (e.g., see Austin’s work in 1970s and
1980s, cited in Austin 1985). The key structural features of GLMs (non-normal error distribu-
tions, additive terms, nonlinear fitted functions) continue to be useful and are part of many current
methods including RSFs (Manly etal. 2002) and maximum entropy models (MaxEnt; Phillips etal.
2006).

In parallel, rapid methodological advances in physical geography provided new data and infor-
mation systems. New methods allowed robust and detailed preparation of digital models of the
Earth’s surface elevation, interpolation of climate parameters, and remote sensing of surface condi-
tions in both marine and terrestrial environments (see Supplemental Literature Cited). These
greatly enhanced SDM capabilities by providing estimates of environmental conditions across
entire landscapes, including retrospectively at surveyed locations. Alongside these advances, the
development of geographic information systems (GIS) provided important tools for storing and
manipulating both species records and environmental data (see Foody 2008; and Swenson 2008,
who include accessible introductions to GIS). The gains are easily taken for granted, but stand in
stark contrast to the resources available to early ecologists who usually only had simple measure-
ments of location (e.g., latitude, longitude, and elevation or depth), and sometimes of local site
conditions (e.g., slope, drainage, geology).

Early approaches to modeling species distributions within GIS used simple geographic en-
velopes, convex hulls, and environmental matching (e.g., Nix 1986; and see Section below, Methods
for Modeling). SDMs as we think of them today emerged when the new statistical methods from
field-based habitat studies were linked with GIS-based environmental layers. In one of the earliest
applications of this integrated approach, Ferrier (1984, cited in Ferrier et al. 2002) applied GLMs
(logistic regression) to predict the distribution of the Rufous scrub-bird using known locality
records for the species, and remotely mapped and modeled environmental variables.
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Models across Terrestrial, Freshwater, and Marine Environments

Species distributions have been modeled for terrestrial, freshwater and marine environments, and
across species from many biological groups (see Supplemental Literature Cited). Terrestrial
vascular plant analyses were prevalent in early years and are still common, along with studies of
terrestrial animals (including invertebrates); marine and freshwater applications were relatively
rare until the past 5-10 years, and soil-based organisms are still only infrequently modeled.

SDMs from these diverse fields display commonalities and contrasts, with differences in mo-
bility between species prompting some major differences in modeling approach. When a species
is sessile it is relatively easy to characterize its environment, even including the wider influence of
landscape (e.g., the water flowing into a site can be modeled using topographic information). By
contrast, mobile species tend to intermittently use resources that are patchily distributed across a
landscape. Defining the environments sampled by such species at any given location can be chal-
lenging, particularly for some combinations of mobility and life-history characteristics. Models for
mobile species with small home ranges are often fitted using methods similar to those for sessile
organisms, perhaps with focal predictors summarizing information from the near-neighboring
landscape (Ferrier et al. 2002). In contrast, models for highly mobile species (e.g., diadromous
fish) need to include movement or access-related descriptors (e.g., stream-based distance to coast;
Leathwick et al. 2008). RSFs or related techniques are useful for species where the important
distinction is between locations that are “available” (can be reached by the animal, used or not)
versus those that are “used” (for example, habitat selection studies for birds; Jones 2001).

Detection of mobile species can be problematic. In aquatic studies, observations are often
treated as probabilities of capture and analyzed using similar methods as for sessile species, some-
times including temporal predictors to accommodate seasonal variation in catchability/presence
(Venables & Dichmont 2004). Alternatively, specialized modeling techniques have been developed
to account for imperfect detection (e.g., MacKenzie et al. 2002, Royle et al. 2004).

Historic differences in the way data are collected also create different emphases across dis-
ciplines. Plant quadrats are usually regarded as statistically independent samples provided they
are sufficiently geographically separated. Continuous tow sampling is used for some marine or-
ganisms, resulting in loss of independence between samples located along the same tow. Similar
problems exist for terrestrial transect samples and for samples from contiguous stream reaches.
Such data have prompted use of mixed models or other methods for dealing with pseudoreplication
and spatial autocorrelation (Dormann et al. 2007, and Supplemental Literature Cited).

Spatial Scale

Scale is relevant to the distributions of both species and environments, and comprises both grain
and extent. The extent (or domain) usually reflects the purpose of the analysis. For instance,
macroecological and global change studies tend to be continental to global in scope (e.g., Aratjo &
New 2007), whereas studies targeting detailed ecological understanding or conservation planning
tend toward local to regional extents (Fleishman et al. 2001, Ferrier et al. 2002). Grain usually
describes properties of the data or analysis—often the predictor variables and their grid cell
size or polygon size, but also the spatial accuracy and precision of the species records (Dungan
et al. 2002, Tobalske 2002). Grain should be consistent with the information content of the data,
though in practice this is not always feasible, e.g., grids sometimes have to be defined at finer
resolutions than the underlying data for consistency across predictors. A number of researchers
have addressed the implications of using coarse- versus fine-scale data in SDMs (e.g., Ferrier
& Watson 1997 and Supplemental Literature Cited), generally indicating that effects depend

Elith o Leathwick



on the spatial accuracy of the data, characteristics of the terrain and species, and the intended
application.

Conceptually there is no single natural scale at which ecological patterns should be studied
(Levin 1992). Rather, the appropriate scale is dictated by the study goals, the system, and available
data. Some species modelers emphasize notions of hierarchy in conceptualizing the influences of
environment on species distributions (Allen & Starr 1982, Cushman & McGarigal 2002, Pearson
& Dawson 2003). In terrestrial systems climate dominates distributions at the global scale (coarsest
grain, largest extent), whereas at meso- and toposcales (a few to hundreds of kilometers) topography
and rock type create the finer-scale variations in climate, nutrient availability, and water flows
that influence species (e.g., Mackey & Lindenmayer 2001). Similarly, in freshwater ecosystems,
hierarchical scales from watersheds to reaches to microhabitats all affect distributions (e.g., Poff
1997). Alternatively, scale can be considered from the species’ viewpoint using the concept of
selection orders (selection of microsite, patch, home range, population block, and geographic
range) and focusing on the ways in which mobile animals interact with the spatial arrangement of
environments (Addicott et al. 1987).

Although these are long-standing concepts, there is as yet little consensus on how to deal with
scale disparities when fitting SDMs. Several methods, mostly from landscape ecology, focus on
describing scales of pattern in ecological data. These include lacunarity, spectral analysis, and
wavelet-coefficient regression (Saunders et al. 2005 and Supplemental Literature Cited). They
provide useful tools for evaluating the inherent structure in data but their use for prediction seems
underdeveloped. More commonly, analysts impose scales through data choice or model struc-
ture. Many do this unconsciously, using predictors likely to both vary and have effects on biota at
markedly different spatial scales, but without explicit testing or discussion of the effect that this
has on their results. Some deliberately construct a set of scale-dependent predictors to represent
factors affecting the distribution of the target species at more than one spatial scale (Beever et al.
20006). Alternatively, several recent analyses explicitly create models with hierarchical structure,
e.g., with different predictors separated into submodels, so that relationships at disparate scales can
be modeled and perhaps combined (Mackey & Lindenmayer 2001). Some Bayesian approaches
allow explicit hierarchies and can include process-related elements that might operate across scales
(Latimer et al. 2006). Alternatively, hierarchical regression models (“mixed models”) allow nested
structures of data (Beever et al. 2006), and hierarchical canonical variance partitioning can be used
to provide a structured decomposition of variance across scales (Cushman & McGarigal 2002).
Unfortunately, the relative merits of these different approaches appear untested both theoretically
and practically, and it remains unclear whether more complex hierarchical approaches achieve as
much or more than a well-constructed set of predictors used in a sensibly fitted nonhierarchi-
cal model. There is ample opportunity to progress knowledge on this topic, particularly with a
coherent treatment of theory, data requirements, and model structure.

The Interplay of Geographic and Environmental Space

One important concept central to SDMs is the distinction between geographic and environ-
mental space. Whereas geographic space is defined by two-dimensional map coordinates or
three-dimensional digital elevation models, environmental space is potentially multi-dimensional,
defined by some set of environmental predictors (Figure 1). When an SDM is fitted using solely
environmental predictors it models variation in occurrence or abundance of a species in environ-
mental space. Any calculation of predictions for new sites is also based on the species’ locations
in environmental rather than geographic space. Importantly, such a model is effectively igno-
rant of geographic proximity even when predictions are mapped into geographic space. Mapped
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Figure 1

The relationship between mapped species and environmental data (/eff), environmental space (center), and mapped predictions from a
model only using environmental predictors (right). Note that inter-site distances in geographic space might be quite different from
those in environmental space—a and ¢ are close geographically, but not environmentally. The patterning in the predictions reflects the
spatial autocorrelation of the environmental predictors.
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predictions show clustering and appear spatially informed, but in SDMs with solely environmental
predictors this simply reflects the spatial autocorrelation of environment (Figure 1).

We note, as an aside, that some SDMs are purely geographic. Examples include geographic
range maps, convex hulls, kernel density estimators, kriging, and models of species richness in
geographic space. Their use sometimes indicates a belief that geographic processes are dominant
over environmental ones, or reflects extremely limited availability of environmental predictors
or species data. At most scales and for most species, however, evidence points to the importance
of environment in structuring distributions, meaning that inclusion of environment in SDMs is
important.

Spatial autocorrelation is an important aspect of the interplay between environmental and
geographic space. Geographic clumping of species can result from their response to spatially au-
tocorrelated environmental factors and/or the effects of factors operating primarily in geographic
space (Legendre 1993). Where the distribution of a species is largely determined by environmental
factors, a properly specified model fitted using an adequate set of predictors will display minimal
spatial autocorrelation in its residuals.

Strong residual geographic patterning generally indicates that either key environmental pre-
dictors are missing (Leathwick & Whitehead 2001), the model is mis-specified (e.g., only linear
terms where nonlinear are required), or geographic factors are influential (Dormann et al. 2007,
Miller et al. 2007). The latter include glaciation, fire, contagious disease, connectivity, movement,
dispersal, or biotic interactions. For these, the model might require additional relevant predic-
tors, geographic variables and/or realistic estimates of dispersal distances or movement (Ferrier
et al. 2002; see Supplemental Literature Cited). Alternatively, some modelers enhance SDMs
with process-based information to jointly characterize the environmental and spatial influences
on distribution (e.g., Rouget & Richardson 2003, Schurr et al. 2007; and see below). Geographic
influences in aquatic environments are particularly challenging to model: marine currents can
directionally impede dispersal, and in river networks dispersal is generally restricted to the river
network and effective distances are strongly influenced by flow directions.

Testing for spatial patterns both in the raw data and model residuals should be part of any SDM
study. Methods include use of Moran’s I or Geary’s ¢ to measure the amount of spatial autocorre-
lation, addition of local proximity variables to an environmental model to test for residual spatial
structure, or use of LISA (local indicator of spatial autocorrelation) to estimate the contribution of
each sampling unit to the overall measure of spatial autocorrelation (Dormann et al. 2007, Miller
etal. 2007, Rangel et al. 2006).

Elith o Leathwick



Alternatively, some approaches explicitly model spatial autocorrelation effects within the mod-
eling process (Rangel et al. 2006). Overall these are used relatively infrequently, although they
receive some emphasis in macroecology. One technique is to fit a surface characterizing the geo-
graphic pattern (e.g., a trend surface), which is then used as a predictor in the model, sometimes
with other environmental predictors used to model the remaining variation (Rangel et al. 2006).
Although this describes and controls for geographic pattern it is not fully integrated into the
modeling process, and it introduces the risk of confusing geographic effects with spatially auto-
correlated environmental terms. More integrated and coherent methods are reviewed in papers
detailed in the Supplemental Literature Cited; these include autoregressive methods, geosta-
tistical methods based around kriging, generalized linear mixed models, generalized estimating
equations, and geographically weighted regression. Currently these methods are more difficult to
implement than standard techniques so they are under-utilized, but they have appealing properties
and further development might promote their wider use.

None of the methods reviewed here provide a strong basis for distinguishing between spa-
tial and environmental effects, though a careful interpretation of the model and its predictions
might provide useful insights. Erroneous use of geographic terms to correct for either missing
environmental predictors or wrongly specified models is likely to result in poor predictive ability,
especially when extrapolating to new regions or times (Dormann et al. 2007, and see below).

Using Models for Explanation versus Prediction

Trends in SDM usage reveal subtle but important shifts in intention. Many early studies had
a strong ecological focus, seeking insight, even if indirectly, into the causal drivers of species
distributions (Mac Nally 2000). SDM:s are still regularly used for such purposes, particularly in
quantitative ecological studies (Leathwick & Austin 2001) and evolutionary biology (Graham
etal. 2004b). With growing sophistication of modeling algorithms, greater availability of spatially
extensive environmental data, and strong demand for mapped products for conservation and
land management, an increasing number of papers now focus on predicting distributions (e.g.,
Hamazaki 2002, and Supplemental Literature Cited). Ecological understanding is, of course,
still critical to such applications, particularly in the selection of predictors and models and the
interpretation of results.

Prediction is used in two main ways. First, predictions are made to new sites within the range
of environments sampled by the training data and within the same general time frame as that in
which the sampling occurred. We call this model-based interpolation to unsampled sites. Typical
applications include global analyses of species distributions, mapping within a region for conser-
vation planning or resource management, and identifying suitable habitat for rare species (Guisan
& Thuiller 2005). Such interpolation is usually reliable enough for effective decision making pro-
vided that the data and model are reasonable, and any correlations between predictor variables are
stable across the geographical domain for which predictions are made.

Second, models are also used to predict to new and unsampled geographic domains and/or
future or past climates. The environments in these new times and places need to be carefully
assessed, particularly for new combinations of predictor values or for predictor values outside their
original ranges in the training data. Prediction to new geographic regions is a special case and has
been termed transferability, but often without clear information on the environmental similarities
and differences between the model fitting and prediction regions (see Supplemental Literature
Cited). Prediction to new environments is generally termed extrapolation or forecasting (Aradjo &
New 2007, Miller et al. 2004). It is inherently risky because no observations of species occurrence
are available from the training data to directly support the predictions (see sidebar, Using Models
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USING MODELS FOR EXTRAPOLATION

Key assumptions of SDMs are that species are at equilibrium with their environments, and that relevant environ-
mental gradients have been adequately sampled. Use in non-equilibrium settings (e.g., invasions, climate change)
usually involves species records unrepresentative of new conditions, and prediction to novel environments. Critics
have identified several problems with SDMs and extrapolation, including: different (combinations of) environmen-
tal factors may limit distributions or biotic interactions may change substantially in the new context; outcomes will
be influenced by genetic variability, phenotypic plasticity and evolutionary changes; dispersal pathways are difficult
to predict (De Marco et al. 2008, Dormann 2007, Midgley et al. 2006). However, correlative models currently
remain one of few practical approaches for forecasting or hindcasting distributions. We expect that SDMs have a
contribution, providing methods and results are rigorously assessed.

Several approaches can improve the use of models for extrapolation, and reduce or expose errors. Differences
between the sampled and prediction spaces can be quantified (e.g., similarity measures, Williams et al. 2007;
Figure 2); species data can be weighted to represent the invasion process or the sample bias of records (Phillips
etal. 2009); dispersal can be incorporated using estimates of dispersal rates (Midgley et al. 2006), models of dispersal
(Schurr et al. 2007), or by linking SDM:s to cellular automata (Iverson et al. 2009); evolutionary change might be
estimable and included in models (Hoffmann & Kellermann 2006). Predictions can be tested through retrospectives
(Aratjo et al. 2005). Differences between models can be reduced by consensus (Pearson et al. 2006), used for
discovering why predictions differ (Elith & Graham 2009), or quantified to inform risk analyses and decision
making. Alternatively, SDMs can be linked with landscape, population, and physiological models representing
processes of change (Kearney & Porter 2009, Keith et al. 2008). Substantial challenges remain, especially those
related to how biotic interactions are likely to change and how they can be modeled.

for Extrapolation). As an aside, it is worth recognizing that some researchers exclude interpolation

from their definition of prediction, reserving prediction for extrapolation to new conditions or

solely for inference from causal models (Berteaux et al. 2006).

A focus on prediction rather than explanation has implications for the way that models are

fitted and evaluated. Models for prediction need to balance specific fit to the training data against
the generality that enables reliable prediction to new cases. Information criteria such as AIC

(Akaike’s Information Criterion) address this balance by trading off explained variation against

model complexity. Alternatively, data mining and machine learning methods use cross-validation

or related methods to test model performance on held out data, both within the model-fitting

process, and for model evaluation (Hastie etal. 2009). We anticipate expanding interest in machine
learning methods for prediction. The special case of extrapolation needs more attention, so that

robust model fitting and testing methods can be developed.

The Need for Functionally Relevant Predictors

Some SDM studies include many candidate predictors, motivated by their ready availability and a

belief that the model will identify those that are important. By contrast, a number of modelers have

argued strongly for use only of predictors that are ecologically relevant to the target species. Mac

Nally (2000) comments: “Statistical tinkering, which really (is) what the entire domain of model

selection is about, can never be a substitute for intelligent prior selection of independent variables
that may influence the dependent variable. . .. The variable-selection process will be substantially

improved—and, therefore, the inferences too—if that process involves building upon existing

knowledge and theory.”
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Figure 2

Dissimilarities between 2000 A.D. climates and those (within 500 km of a target site) estimated for 2100 A.D.
using multimodel ensembles for the A2 scenario of the IPCC fourth assessment report. High dissimilarities
(red) indicate the risk of regionally novel climates (from Williams et al. 2007, used with permission).

Austin and Smith (1989, cited in Austin 2002) provide an early example of a deliberate and rig-
orous approach to predictor selection, distinguishing between resource, direct and indirect gradi-
ents. Indirect gradients in terrestrial studies are represented by (distal) predictors such as elevation,
which rarely directly affect species distributions. Instead, they are correlated, and sometimes only
loosely, with more functionally relevant (proximal) predictors such as temperature, rainfall and
solar radiation. In marine systems depth is an indirect proxy for several proximal predictors: tem-
perature and its variability, salinity, light, pressure, and the availability of elements (e.g., calcium).

Use of more ecologically relevant predictors is increasingly possible as interpolated estimates
of climate factors and remotely sensed data are more readily available. Franklin (2009, Chapter 5)
reviews these predictors comprehensively. Terrestrial examples include Box’s analysis of global
plant distributions (Box 1981), Zimmermann & Kienast’s (1999) use of growing degree days
for modeling Swiss tree distribution, and several studies using water balance models of vary-
ing sophistication to estimate water availability (see Austin 2007 for a review). Leathwick et al.
(2008) constructed functionally relevant predictors of freshwater fish distributions, including es-
timates of catchment-driven variability in local flow, and access to and from the sea for migratory
species. Maravelias & Reid (1997) used surface and seafloor temperature, salinity, and zooplank-
ton availability to predict herring abundance. Remote sensing also offers data that can be adapted
to represent proximal predictors—for instance, for approximating habitat complexity for birds
(Vierling et al. 2008; St-Louis et al. 2009). Despite these advances, many studies appear to use
only data that are readily at hand, failing to explain the relevance of selected predictors, and likely
missing important ecological drivers.

While itis logical that ecologically relevant predictors are necessary for explanation and insight,
it could be argued that any predictors will suffice if prediction is the sole aim. Multiple lines of
evidence suggest otherwise. Predictions show patterned residuals when variables are inadequate,
and can be improved substantially by using more proximal predictors (Leathwick & Whitehead
2001), and small data sets and model selection difficulties mean that models can select irrele-
vant variables (Mac Nally 2000, Steyerberg et al. 1999). Extrapolation in space or time will be
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particularly error-prone if only distal predictors are used, because the correlations between these
and the proximal drivers vary both in space and time (Austin 2002).

Methods for Modeling: Mathematical Form and Fitting Procedures

Many methods are used to fit SDMs (Franklin 2009). Although those chosen for particular studies
often reflect the nature of the data and/or the question being addressed, some differences between
disciplines appear to be driven by “accepted usage,” for example, the continued use of GLM:s in
marine studies and the common use of artificial neural nets (ANNs) for freshwater fish. Histor-
ically, the methods used to analyze data sets gathered with intention and design have tended to
differ from those using collated records of species records (presence-only data compiled largely
opportunistically), but methods are now increasingly convergent. Here we present only a few
main points related to analytical approaches; see the Supplemental Literature Cited for further
reading.

Techniques for modeling very sparse data include convex or alpha hulls (Burgman & Fox
2003), and—where expert opinion is considered more reliable than species records—maps drawn
by hand, GIS overlays (combinations of mapped data), or habitat suitability indices (HSIs) (Elith
& Leathwick 2009, Franklin 2009).

Some of the earliest numerical SDMs used environmental envelope models to describe the
species’ range in relation to a set of predictors (Box 1981, Nix 1986). These define the hyper-
rectangle that bounds species records in multi-dimensional environmental space, weighting each
predictor equally. Such models can be combined with spatially comprehensive environmental data
to map likely occurrences, and methods exist for dealing with outliers, e.g., by quantifying per-
centiles of the distribution. Related techniques (detailed in Franklin 2009) use distance metrics
such as the Gower metric or Mahalanobis distance to predict the environmental similarity between
records of occurrence and unvisited sites.

Regression-based models extend envelope and similarity approaches by modeling variation in
species occurrence or abundance within the occupied environmental space, and selecting pre-
dictors according to their observed importance. GLMs were commonly used in early analyses
of presence-absence and count data, often with simple additive combinations of linear terms. As
the common occurrence of nonlinear species’ responses to environment was recognized (Austin
etal. 1990), more studies included quadratic, cubic, or other parametric transforms. Generalized
additive models (GAMs) are similar to GLMs but use data-defined, scatter plot smoothers to de-
scribe nonlinear responses. They have provided useful additional flexibility for fitting ecologically
realistic relationships in SDMs.

Regression methods are widely used by ecologists; they can be extended to model complex data
types including abundance data with many zeros, records with imperfect detection of presence,
and structured samples of data such as sites nested within forest fragments (see Supplemental
Literature Cited). More generally, many SDM methods are regression-like, assuming that a
species’ occurrence or abundance can be modeled using additive combinations of predictors, and
sometimes also including manually selected terms representing interactions between predictors.
Bayesian alternatives are also available (Latimer et al. 2006), bringing sophisticated model-fitting
abilities that can incorporate process-based information (e.g., rates of spread; Hooten et al. 2007).
However these can require specialized mathematics and programming, and this currently hinders
wider uptake despite apparent advantages.

As SDM applications focused more on prediction, researchers looked to methods developed
especially for prediction, including those in the machine learning and data mining communities.
Examples include ANNs (Olden et al. 2008), multivariate adaptive regression splines (Moisen
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& Frescino 2002), classification and regression trees and ensembles of trees (random forests:
Prasad et al. 2006; boosted regression trees: Elith et al. 2008), genetic algorithms (Stockwell &
Peters 1999), support vector machines (Drake et al. 2006), and maximum entropy models (Phillips
et al. 2006). Some of these provide well-controlled variable selection and coefficient estimation,
and several are capable of automatically detecting and fitting interactions between predictors. As a
consequence their predictive performance may exceed that of more conventional techniques (Elith
etal. 2006). While the complex and sometimes “black-box” nature of these techniques has perhaps
limited their use, particularly for studies focusing on ecological insight, tools for visualizing and
summarizing these models in ways relevant to ecologists are increasingly available. The other
immediate constraint to uptake of machine learning techniques is that they are rarely taught in
ecological courses, but we expect that to change rapidly in coming years.

Modeling into the Past or the Future

SDMs always have some degree of temporal dimension or reference reflecting their use of species
and environmental data gathered over particular time periods (Schréoder & Seppelt 2006). How-
ever, whereas traditional applications of SDM generally assume a constant and current time frame
(even if integrated over some months or years), numerous studies now include temporal change.
These target questions relating to recent changes in distributions from disturbances including
fire and land use change, the spatial and environmental correlates of speciation events, hybrid
zones, paleo-distributions and phylogeography, and forecasts of invasions and distributions under
climate change. A key distinction is between those applications requiring predictions in a time
period matching that of the training data, compared with those using a model of the current
distribution of a species to either hindcast or forecast distributions at some other point in time.

SDM:s can explicitly include time as a predictor in the model. For instance, the Supplemental
Literature Cited lists examples using time-varying food resources in an RSF for grizzly bears, and
estimates of time since disturbance for modeling pioneer species in a fire-prone landscape. Models
also use retrospective data, e.g., combining historical survey and remnant vegetation records to
model pre-clearing vegetation distribution, or modeling pollen records with paleoclimatic data.

SDMs with an evolutionary focus evaluate spatial patterns of inter- and intra-specific varia-
tion (see Kozak et al. 2008, Richards et al. 2007, Swenson 2008 for reviews). For instance, the
Supplemental Literature Cited presents examples that use phylogenetic data and climate en-
velopes to explore speciation mechanisms in frogs, assess the role of climate in maintaining the
location of hybrid zones in birds, and explore species delimitation in salamanders.

Those applications using models to make predictions for time frames substantially different
from those of the training data generally require extrapolation in environmental space (see sidebar,
Using Models for Extrapolation). Models of the biotic repercussions of global warming and land-
use changes require forecasting (Aradjo & New 2007, Fitzpatrick et al. 2007, Thuiller et al. 2005),
and hindcasting is used for exploring the effects of climate on evolutionary patterns (Kitchener &
Dugmore 2000, Kozak et al. 2008, Ruegg et al. 2006). However, understanding and assessing the
uncertainties inherent in model predictions for these applications is particularly problematic.

THE SPECIES MODELING LANDSCAPE: HOTSPOTS, RARITIES,
AND DIRECTIONS OF CHANGE

Here we identify areas undergoing either rapid development or receiving particularly strong
interest, and also explore some less commonly researched topics.
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Linking Ecological Theory and Distribution Modeling

Although good linkage between model assumptions and underlying theories and concepts might
be reasonably expected in any scientific discipline, several researchers have criticized the SDM
community for its lack of theoretical grounding (e.g., Austin 2002, Jiménez-Valverde et al. 2008).
In a penetrating critique Huston (2002) states, “[Clontinued development of rigorous statistical
approaches to analyzing habitat data, assisted by the spread of easy computation .. . has been un-
accompanied . .. by corresponding development of rigorous logic.” Consequences include poorly
informed use of models, slow improvement in the ecological realism of methods, and limited
uptake of SDM methods and results by other disciplines in which they could be relevant. For in-
stance, recent commentaries by macroecologists and biogeographers (Gaston et al. 2008, Sagarin
et al. 2006) point to many interesting theoretical questions about species ranges, but barely refer
to insights from the SDM literature, possibly because SDM practitioners largely fail to explicitly
identify the broader relevance of their work.

One exception to this general neglect of theoretical issues is a recent debate on the relationship
between SDMs and the species niche (see sidebar, The Name Niche Modeling). Unfortunately, this
discussion has been plagued by semantic, conceptual, and technical difficulties, and has yet to reach
consensus. In common with Austin (2002), Huston (2002) and others, we believe that a more wide-
ranging approach to linking theory, data, and models would bring substantial benefits. Important
issues additional to niche concepts include the degree of equilibrium in species distributions; how
to identify, construct and test functionally relevant predictors; whether current, predominantly

THE NAME NICHE MODELING

Early efforts to relate SDMs to the niche concept were cautious, acknowledging limitations in both data and
models. For instance, to Booth et al. (1988), natural distribution data described only the “realized niche,” i.e., the
competition-mediated distribution. Similarly, Austin et al. (1990) and Austin (2002) described their probabilistic
models of eucalypt distribution as an approximation to the “qualitative environmental realized niche,” perhaps with
sink habitats also included.

Peterson and Soberon have argued for conceptual distinctions between ecological niche models (ENMs) and
SDMs, restricting “SDM?” to those models containing biotic or accessibility predictors and/or being limited in
spatial extent (Peterson 2006). Whilst the links between their framework (Soberon 2007), data types, and models
are not yet entirely clear, it appears that they include all environment-based models in their definition of ENMs,
particularly (though it’s not clear whether exclusively) if absence data are not used. They imply that ENMs get
closer to modeling the fundamental niche, but we find this interpretation problematic. In particular, they fail to
explain how the methods they class as ENMs technically overcome the well recognized difficulty in describing the
fundamental niche from landscape observations of species occurrence.

Other attempts to define what is being modeled have not achieved consensus, partly because definitions of
niches are not consistent, and data, methods, and scales overwhelmingly variable (Soberon 2007, Franklin 2009).
Aratjo & Guisan (2006) question whether the distinction between fundamental and realized niche is useful for these
models, given ambiguities in the original formulation of the niche concept. In our view, a more realistic stance is
to retain a healthy skepticism about which components of the niche are represented by predictions from an SDM.
This is more likely to promote careful analysis of the adequacy of the data used for modeling, while also allowing
for uncertainties in predictions and providing impetus for refining understanding through collecting better data,
conducting ecological experiments, and testing new ways to model dispersal limitations, effects of competitors, and so
on. Use of neutral terminology to describe species distributional models (SDM rather than ENM) seems preferable.
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additive, modeling methods are ecologically realistic (see, for instance, multiplicative models:
McCune 2006); how to deal with interspecific interactions; and how to understand and model the
interplay of geographic and environmental drivers of species distributions across different spatial
and temporal scales.

When Absence Is Not Known

Presence-only data consist of records describing known occurrences (presence) of species, but
lacking information about known absences. One example is the radiotelemetry data collected in
wildlife studies. Analysis of these data with use-availability models has received steady attention
over recent years (Pearce & Boyce 2006). Alternatively, museum records are now often utilized for
evolutionary biology, macroecology, conservation, invasive species, and climate change modeling,
using the millions of records compiled in electronic form from natural history collections (Graham
et al. 2004a). Despite their limitations, use of such data is often justified by the lack of systematic
survey data, coupled with widespread demand for mapped predictions.

Modelers are still coming to terms with how best to model presence-only data. Where analytical
methods were once restricted to envelopes and distance measures, comparison of presence records
with background or pseudoabsence points is now common (e.g., using GARP, ENFA, MaxEnt,
and regression methods). Reviews and comparisons include Franklin (2009) and Elith et al. (2006).
Attitudes to the value of presence-only data are remarkably variable. Some acknowledge that their
predictions would be more robust if presence-absence or abundance data were available—a view
that, if accepted, has substantial implications for the type of data that ecologists should aim to
collect. An advantage of presence-absence data is that it conveys valuable information about sur-
veyed locations (enabling analyses of biases) and prevalence (Phillips etal. 2009). Others argue that
absence records introduce confounding information because they can indicate either habitat that
is unsuitable or habitat that is suitable but is unoccupied, perhaps because of inaccessibility. This
idea is commonly linked to the concept of modeling potential distributions (Jiménez-Valverde
et al. 2008). Absence data are also sometimes viewed as misleading because the species or envi-
ronment is not at equilibrium (e.g., invasions, climate change) or the species not easily detected.
Interpretation of the meaning of background data or pseudoabsence data also varies. In general,
the literature lacks robust discussion of the interplay between these disparate views and ecological
and statistical theory. Progress in these topics, and on methods for detecting and dealing with
sample bias and for evaluating presence-only models, could bring substantial benefits.

Modeling Responses Other than the Mean

Most methods for modeling presence-absence or abundance data estimate the center of the condi-
tional distribution of the response, or the mean. Some argue that a more complete summary of the
quantiles of the conditional distribution is useful (Austin 2007, Huston 2002). Upper quantiles,
those near the maximum response, have received the most attention, based on the assumption that
they better represent the response of the species to a predictor when other variables are not limiting
(Huston 2002). They can reveal biases or missing predictors, and arguably can indicate the poten-
tial rather than the actual distribution (Cade etal. 2005). Low quantiles mightalso be relevant—for
example, to estimate the lowest recruitment level for a species (Planque & Buffaz 2008). Inter-
esting recent applications (see Supplemental Literature Cited) include freshwater, marine, and
phylogenetic studies. So far, ecological examples are limited to parametric or nonparametric re-
gression and gaussian responses, but methods are emerging that use tree ensembles and k-nearest
neighbors and/or allow for differing response types (see Supplemental Literature Cited).
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Biotic Interactions

Very few SDM studies explicitly include predictors describing biological interactions (Guisan &
Thuiller 2005). In one early study, Austin & Cunningham (1981) included terms describing the
presence of conspecifics in models of eucalypts, whilst acknowledging the possibility that variation
attributed to conspecifics might reflect some missing but unknown environmental predictors. This
typifies the difficulty in making inferences about the relative importance of jointly fitted abiotic
and biotic predictors (Guisan & Thuiller 2005), because in most data sets environmental effects are
confounded with those of competitors and mutualists. One exception is provided by Leathwick
& Austin (2001) who treated geographic disjunctions in New Zealand’s Nothofagus forests as a
“natural removal experiment.” Their SDMs indicated high levels of competitive interaction, with
this effect varying depending on environmental conditions.

Given these difficulties, most practitioners use abiotic predictors alone. In models for under-
standing or interpolation-style prediction, the consequences may not be too severe, except where
the presence of a host species is critical (e.g., Wharton & Kriticos 2004) and not predicted by
the available covariates. However, for extrapolation (e.g., global warming, invasions), the effects
of competitors, mutualists, and conspecific attractions might have far-reaching effects, especially
where novel combinations of species are likely to occur (see sidebar, Using Models for Extrapola-
tion). This is one of the more difficult aspects of SDMs, and we anticipate that its resolution will
most likely require development of methods with capabilities beyond those available in current
methods.

Integrating Pattern and Process

Several groups are now exploring how to better represent ecological processes within correlative
models (see Schroder & Seppelt 2006 for a review), particularly for nonequilibrial situations. For
example, Rouget & Richardson (2003) modeled the abundance of an invader allowing effects of
propagule pressure; Hooten et al. (2007) modeled spread of the Eurasian collared dove using a
hierachical Bayesian model incorporating density-dependent growth and dispersal, and Iverson
et al. (2009) modeled emerald ash borer movement within predicted distributional ranges of
trees. Others suggest combining SDMs with different types of models that allow inclusion of
mechanistic, population, and landscape change effects (Drielsma & Ferrier 2009, Kearney et al.
2008, Keith et al. 2008).

Model Selection

Early SDMs generally used statistical techniques based on p-values for model selection, but a
recent shift has seen much greater emphasis on AIC and multimodel inference (Burnham &
Anderson 2002). This shift has been useful for reducing reliance on the “truth” of a model selected
by stepwise procedures and for understanding the error tendencies of conventional selection
approaches (Whittingham et al. 2006). However, though this type of multimodel inference is
useful for exploring model-based uncertainty, whether it is the best way to reliably predict an
outcome is unclear. Other model averaging techniques from computer science use a range of
approaches to concurrently develop a set of models that together predict well (Hastie et al. 2009).
Research comparing the conceptual bases and performance of various model averaging approaches
including regression/AIC, Bayesian methods, and machine learning model ensembles (e.g., bagged
or boosted trees, Prasad et al. 2006) could be profitable.

There are also interesting alternative approaches to selecting a single final model. The differ-
ent information criteria provide a range of trade-offs between model complexity and predictive
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performance and can be used within cross-validation to select a model (Hastie et al. 2009). Some
methods focus on simultaneous selection of variables and parameter estimation, for example, by
shrinking coefficient estimates (e.g., see Reineking & Schroder 2006 on ridge regression and the
lasso). These provide alternative methods for selecting a final regression model that are generally
more reliable than stepwise methods. In machine learning these ideas of model selection and
tuning are termed “regularization,” i.e., making the fitted surface more regular or smooth by
controlling overfitting (e.g., used in MaxEnt, Phillips et al. 2006). Use of these alternative model
selection methods in ecology are still relatively rare, but likely to increase.

Model Evaluation

Although the need for robust model evaluation is widely acknowledged, there are diverse opin-
ions on what properties of a model are important and how to test them appropriately (see
Supplemental Literature Cited). Where modelers aim to explain patterns or generate hypothe-
ses (e.g., in evolutionary biology and classical ecological studies), results are generally assessed
using statistical tests of model fit and comparison with existing knowledge. In contrast, when
prediction is the aim, evaluation targets predictive ability and current practice usually involves
testing predictive performance using data resampling (split samples, cross-validation, bootstrap-
ping) or, more rarely, independent data sets. Most summaries of performance are based on a
relatively small set of statistics including kappa, area under the receiver operating characteristic
curve (AUC) and correlation coefficients. Several researchers have attempted to understand the
relative performance of these tests including their sensitivity to data characteristics, but progress
toward adoption of a comprehensive toolbox of evaluation measures is slow and impeded by ar-
guments about the general validity of some statistics. Instead, it would be more constructive to
identify the proper place of each statistic in the broad realm of what needs testing. The machine
learning and weather-forecasting communities have developed expertise in testing predictive per-
formance and use some statistics rarely considered in ecology (Caruana & Niculescu-Mizil 2006,
Pearce & Ferrier 2000; see also Supplemental Literature Cited). SDM evaluation would benefit
from identifying useful techniques in other fields, and from more research focus on topics such
as how to analyze spatial patterns in errors, how to deal with uncertainties, and how to assess
model performance in the context of the intended application, including decision making. More
use of artificial data (Austin 2007) and more experimental verification of modeled relationships
(e.g., Wright et al. 2006) could also yield valuable insights.

Uncertainty

Use of SDM for applications such as conservation planning and biosecurity creates an imperative
for considering errors and their relative costs. Uncertainty in SDMs results both from data de-
ficiencies (e.g., missing covariates, and samples of species occurrences that are small, biased, or
lacking absences) and from errors in specification of the model (Barry & Elith 2006). A few papers
provide taxonomies of uncertainty as a basis for assessing errors, and suggest general treatments.
Heikkinen et al. (2006) review various aspects of SDMs that contribute to uncertainty; Hortal
et al. (2008) provide a commentary on biodiversity data and its uncertainties; and Burgman et al.
(2005) review treatments of uncertainty in landscape ecology. Relatively few studies address un-
certainty in SDMs and its effects on the model, predictions, and related decision making (but see
Supplemental Literature Cited). Model uncertainty has received most attention, particularly in
the context of model averaging or consensus, but also for providing mapped uncertainty estimates.
Studies on data errors include assessments of the influence of errors and biases in species records,
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and in predictors such as digital elevation models and their products. These extend beyond the
uncertainty that can be estimated from standard errors of parameters in a regression model, or
from bootstrapped estimates of uncertainty. Modelers can attempt to reduce uncertainty, and/or
characterize it and explore its effects on decision making. Because problems related to uncertainty
are difficult to deal with they are often ignored, but we anticipate increasing recognition of their
importance, particularly in management applications.

CONCLUDING THOUGHTS

Reflection on the broad scope of both past and current SDM writings reveals a rich diversity of
biological and environmental settings, philosophical and analytical approaches, and research and
management applications. Our summary of this multifaceted and developing field may disappoint
those looking for specific advice or a more methodologically oriented review—we regard a number
of emerging books and teaching resources as better able to fill these needs. Our emphasis reflects
the belief that further advances in SDM are more likely to come from better integration of theory,
concepts, and practice than from improved methods per se. Our hope is that this review will
encourage more deliberate exploration across discipline boundaries, the informed and creative use
ofabreadth of approaches, and planned endeavors to fill important knowledge gaps. This expanded
focus should, in turn, improve the ability of SDMs to make their contribution to delivering the
type of information required for managing the Earth’s dwindling biological resources.

SUMMARY POINTS

1. Modern SDMs represent the convergence of site-based ecology and advances in GIS
and spatial data technologies. They are applied across terrestrial, freshwater, and marine
environments, at widely varying spatial and temporal scales, and to gain ecological and
evolutionary insight and predict distributions. Differences in mobility between species
motivate some of the most marked differences in modeling approach.

2. Species distributions reflect the interplay of geographic and environmental processes.
Using ecologically relevant environmental variables and addressing residual geographic
patterning are both important.

3. Prediction takes two forms: interpolation and extrapolation. The latter violates several
statistical and ecological assumptions of SDMs, so hindcasting (evolutionary questions)
and forecasting (climate change and invasive species models) require special care.

4. Development of stronger links between ecological theory and concepts and SDM practice
would be beneficial for developing more robust and consistent use of these techniques.

FUTURE ISSUES

1. Methods are required for dealing with uncertainty: characterizing it, reducing it, or
assessing its influence on decisions.

2. Model selection and evaluation methods are likely to expand and incorporate new tech-
niques from statistics, weather forecasting, and machine learning.
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3. The use of presence-only data will continue, so methods for dealing with biases and
evaluating results need more development.

4. Cycles of development, implementation, and evaluation (including experimental testing)
would provide insights, strengthen links to theory, and contribute important information
for developing ecologically relevant predictors.

5. Many applications could benefit from advances in modeling biotic interactions and other
ecological processes.

6. If SDMs are to be used for extrapolation, more assessments of whether they are fit for
purpose are required. We need carefully targeted studies addressing performance across
different spatial and temporal scales and degrees of equilibrium, in the context of the
nature of actions that will flow from the predictions.
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