
Downloaded from www.AnnualReviews.org

 Guest (guest)

IP:  3.133.141.6

On: Sat, 27 Apr 2024 15:32:04

Annual Review of Animal Biosciences

Advocating for Generalizability:
Accepting Inherent Variability
in Translation of Animal
Research Outcomes
F.C. Hankenson,1 E.M. Prager,2 and B.R. Berridge3
1Division of Laboratory Animal Medicine, Department of Pathobiology, School of Veterinary
Medicine and University Laboratory Animal Resources, University of Pennsylvania,
Philadelphia, Pennsylvania, USA; email: fclaire@upenn.edu
2Research Program Management, Regeneron Pharmaceuticals, Inc., Tarrytown, New York,
USA; email: eric.prager@regeneron.com
3B2 Pathology Solutions LLC, Cary, North Carolina, USA;
email: brberridge@b2pathologysolutions.com

Annu. Rev. Anim. Biosci. 2024. 12:391–410

The Annual Review of Animal Biosciences is online at
animal.annualreviews.org

https://doi.org/10.1146/annurev-animal-021022-
043531

Copyright © 2024 by the author(s). This work is
licensed under a Creative Commons Attribution 4.0
International License, which permits unrestricted
use, distribution, and reproduction in any medium,
provided the original author and source are credited.
See credit lines of images or other third-party
material in this article for license information.

Keywords

animal research, extrinsic factors, generalizability, reproducibility,
translation, variability

Abstract

Advancing scientific discovery requires investigators to embrace research
practices that increase transparency and disclosure aboutmaterials,methods,
and outcomes. Several research advocacy and funding organizations have
produced guidelines and recommended practices to enhance reproducibil-
ity through detailed and rigorous research approaches; however, confusion
around vocabulary terms and a lack of adoption of suggested practices have
stymied successful implementation. Although reproducibility of research
findings cannot be guaranteed due to extensive inherent variables in attempts
at experimental repetition, the scientific community can advocate for gener-
alizability in the application of data outcomes to ensure a broad and effective
impact on the comparison of animals to translation within human research.
This report reviews suggestions, based upon work with National Institutes
of Health advisory groups, for improving rigor and transparency in ani-
mal research through aspects of experimental design, statistical assessment,
and reporting factors to advocate for generalizability in the application of
comparative outcomes between animals and humans.
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1. INTRODUCTION

Visibility around the importance of rigor and reproducibility in animal research has increased
significantly over the last 15 years. Beginning a decade ago, research support organizations, in-
cluding the Institute for Laboratory Animal Research (ILAR) and the National Centre for the
Replacement, Refinement & Reduction of Animals in Research, published guidance to aid in ani-
mal research expectations (1) and documentation of experimental design features (2). Shortly after
these publications were released, the Director of the US National Institutes of Health (NIH)
coauthored an overview of how the NIH intended to restructure aspects of the animal research
enterprise to improve reproducibility and translatability (3). One of the most comprehensive
scientific societies, the Federation of American Societies for Experimental Biology (FASEB), ad-
vocated for these NIH initiatives toward improved reproducibility in their report (4). FASEB
articulated that enhancements in scientific design and reporting would be iterative and take due
time as an evolving process; however, FASEB detailed the extraordinary number of stakeholders
impacted by these attempted improvements and the long-term benefits that would be achieved by
adopting these practices into research design methodology and protocol execution. Specifically,
beyond the investigators and research staff conducting the animal work, other key professionals
include program officers, grant reviewers, professional societies, animal facility personnel, veteri-
nary care staff, regulatory oversight personnel, and journal editors, all of whom provide critical and
unique perspectives on animal science and medicine. As recently as 2019, the National Academies
of Sciences, Engineering, and Medicine released additional recommendations from their own
congressionally mandated study on reproducibility and replicability in science (5).

Following the signing of the 21st Century Cures Act into law in late 2016 [42 U.S.C. 201
(2016)], Section 2039 required the NIHDirector to convene a working group under the Advisory
Committee to the Director (ACD) to develop policies to enhance the rigor and reproducibility of
NIH-funded scientific research. In continuation of these efforts, in 2019, Dr. Collins organized
another ACD Working Group (WG) on Enhancing Rigor, Transparency, and Translatability in
Animal Research (6), in which the authors of this review participated as members, with shared
experiences and outcomes described in further detail below. The intent of the recent NIH ACD
WG was to address specifically, at a high level, how NIH might improve the value, rigor, and re-
producibility of animal studies. Unfortunately, the vocabulary terms that surround this topic are
at times poorly differentiated and confusing, despite efforts to standardize and provide a uniform
lexicon (4, 7, 8). To this end, the authors have included a glossary as part of this review, which has
been pulled from the literature and supported by the NIH ACDWG (see the sidebar titled Glos-
sary of Terms). Per the NIH, rigor intends to ensure robust and unbiased experimental design,
whereas transparency entails sharing of detailed methodology, statistical analysis, broad interpre-
tation, and reporting of results (9). If research results can be reproduced in general, potentially
across multiple institutions and laboratories and by differing research scientists, it will validate
original findings and further support scientific progression onto the next phase of the research,
particularly for translation to human clinical trials and application.

Reproducibility of animal studies requires stakeholders (as described above from FASEB) to
undertake a critical evaluation of all aspects of the research plan, including the study design, the
relevance of the animal model to the question or hypothesis, and the impact on and experiences
of the animals within their environment. The research community has witnessed the evolution
of certain factors—once unknown or treated as irrelevant—to be critically important. For ex-
ample, experiments on both sexes of animals are deemed essential to reveal how this biological
variable might influence research outcomes in myriad ways (10). Similarly, disclosure of environ-
mental parameters (called extrinsic factors, such as specifics of animal housing and husbandry
details) and rodent strains and genotypes has been explicitly recommended by animal science
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GLOSSARY OF TERMS

Blinding: concealment of group allocation from one or more individuals involved in a clinical research study
Extrinsic factors: housing, husbandry, handling, feed, water, bedding, enrichment, caging type, light cycles, etc.,
that have a direct impact on the research animal’s experience during the course of experimental phases
Generalizability: how well the results of a study apply in other contexts, situations, and populations
Inferential reproducibility: achieved when researchers draw similar conclusions, or make knowledge claims of a
similar strength, from either an independent replication of a study or a reanalysis of the original study; part of the
process by which a scientific field decides which research claims or effects are to be accepted as true
Methods/methodological reproducibility: ability to obtain consistent results using the same inputs, steps,
methods/code, and conditions
Publication bias: form of bias in which the outcome of a study influences the decision to publish its results, resulting
in prioritization of positive results and large effects over null or negative results; despite the availability of a range of
journals and publishing outlets that welcome studies with null and negative results, publication bias is documented,
indicating that researchers’ behavior and incentive systems contribute to its occurrence
Randomization: process of assigning participants to treatment and control groups, assuming that each participant
has an equal chance of being assigned to any group
Reduction: appropriately designed and analyzed animal experiments that are robust and reproducible and truly
add to the knowledge base
Refinement: advancing animal welfare by exploiting the latest in vivo technologies and improving understanding
of welfare’s impact on scientific outcomes
Replacement: accelerating the development and use of models and tools, based on the latest science and
technologies, to address important scientific questions without using animals
Replicability: getting consistent or duplicated results when using the same procedures or when asking the same
scientific question but where new data are collected; ability to independently obtain consistent results
Results reproducibility: production of corroborating results in a new study, having followed the same methods as
the original study
Scientific rigor: strict application of the scientific method to ensure unbiased and well-controlled experimental
design, methodology, analysis, interpretation, and reporting of results
Statistical analysis: process of collecting and analyzing data to identify patterns and trends and inform decision
making
Therioepistemology: study of how knowledge is gained from animal research
Translation: applying results from preclinical research, usually via late-stage preclinical animal studies, to justify,
design, and execute trials in humans
Transparency: a range of open practices including registering studies, sharing data, publicly reporting findings,
and other means to increase information accessibility
Validity: extent to which results measure what they are supposed to measure

texts (11), as well as by ILAR and FASEB. In FASEB’s guidance, the suggestion was made to have
investigators include animal facility staff in discussions of relevant aspects of study design and
development of procedural checklists to facilitate the review of animal care variables and to denote
study-specific variations (4, 12, 13). Comprehensive reporting of all experimental factors cannot
guarantee perfect reproducibility of findings, nor should it.However, given the inherent variability
in how studies are designed and executed, reporting out the extensive details that comprise animal
care will improve the quality of animal research and lead tomore robust and translatable outcomes
(14).Ultimately, transparency, reproducibility, and translation from animals to humans will help to
expand access to scientific findings and accelerate biomedical discoveries. This review advocates
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that the generalizability of an animal study (i.e., the ability to apply the outcomes to a variety
of situations and populations) is a product of its transparency, reproducibility, and translational
relevance and should therefore be a priority for ongoing biomedical discoveries.

2. CONTRIBUTING FACTORS TO LOW REPRODUCIBILITY

A lack of both methodological rigor and transparent reporting contributes to significant impedi-
ments in reproducibility across many areas of scientific (biomedical) research and, in turn, reduces
one’s ability to apply data outcomes to different settings or applications (7, 15–17). Correspond-
ingly, one charge of the NIH ACD WG (6) was identifying gaps and opportunities to improve
the rigor, reproducibility, translational validity, and transparency of studies involving animal
models by strengthening experimental design, statistical analyses, and data and methodological
reporting. In this section, our goal is not to repeat why experimental design factors contribute to
irreproducible research but rather, first, to consider the primary challenges and opportunities that
the NIH ACD WG identified to increase rigor and reproducibility in animal research (6) and,
second, to expand the recommended outcomes of the NIH ACD WG for scientific investigators
to adopt a generalizability mindset.

2.1. Experimental Design Factors

Experimental design is the process of generating specific combinations of attributes and levels
(factors that comprise the research objects and their possible values or outcomes) in response
to specific questions or hypotheses while being aware of alternative approaches (18). Variability
is inherent to outcomes in animal research; however, improperly designed and poorly docu-
mented study protocols often lead tomisunderstood results that slow progress, use animals without
statistical justifications, and waste precious resources. For example, though they are critical to
experimental design,manuscript publications rarely include a full account of all experimental pro-
cedures. Indeed, in 2010, a review of 100 articles published in Cancer Research revealed that only
28% of papers reported randomization, and only 2% of papers reported that observers were blind
to treatments; further, no publication described how animal numbers were determined (19, 20).
Similarly, before the implementation of requirements to report study design elements (e.g., ran-
domization, blinding, sample size estimation) across three major journals in 2011, less than 33%
of studies reported randomization, less than 47% reported blinding, and less than 6% reported
sample size estimation. The number of articles reporting these factors increased significantly af-
ter journal interventions were implemented (21, 22). Yet despite advances in required reporting
by journals, fewer than 50% of published studies include rigor criteria such as randomization,
blinding, and sample size estimation (23).

Pursuing generalizable research relies upon rigorous study designs and clear reporting to
mitigate biases, which can—either intentionally or unintentionally—distort results and lead to in-
correct or false conclusions (24). Bias may be introduced during subject selection and assignment,
data analysis, and interpretation, as well as at the publication stage. Yet, by developing strong study
design and statistical training skills, scientists can be made aware of sources of bias and can work to
minimize these effects and ensure the ultimate outcomes are accurate. Across differing study types
(e.g., exploratory and confirmatory studies) (25), bias can be reduced and transparency increased
by randomly assigning samples to comparison groups; conducting experiments in a blinded fash-
ion; prospectively determining the sample size necessary to achieve a sufficiently (predetermined)
powered study; and reporting all details of protocols and study designs, including inclusion or
exclusion criteria, prospective statistical approaches, variations to the original study design, hous-
ing, and husbandry parameters, and how missing data are to be handled (see Table 1; 16, 26–28).
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Table 1 Experimental factors to include in the design, execution, and reporting of animal research

Experimental design and materials
1. Describe the procedures used to conduct the experiments in sufficient detail so that others might independently

reproduce the results. Be sure to include what was done, how it was done, what was used, when and how often, and
where.
a. Is the study exploratory or confirmatory, cross-sectional or longitudinal, and/or a within-, between- or mixed design?
b. Describe the intervention type and the primary, secondary, and tertiary endpoints.
c. Describe biological (e.g., sex, age, strain) and technical (e.g., housing/husbandry factors, batch, experimenter) variables that

could potentially influence research outcomes.
d. Include the sequence and timing in which tests will occur and describe counterbalancing procedures (if any).
e. Describe any deviations made from your original design.
f. Clearly describe stopping rules for data collection and rules for invalid data.
g. Report all failed manipulations.
h. If multiple facilities are included, describe similarities, differences, and how the study will attempt to control for potential

confounding factors.
i. (Optional) Include a timeline diagram or flowchart to illustrate any complex study design.

2. Include a precise description of how you prepared and used methodological tools and procedures.
a. Describe machines/tools used for assessments and how validity and reliability of samples were assured.
b. Describe the materials used and how they were prepared and cite the original protocols used.
c. Report Research Resource identifiers (RRIDs), PubChem Chemical Identifiers (CIDs), and available validation data,

including statements of authentication and possible contamination.
d. Include full citations, links, and references to key biological resources (e.g., antibodies, organism, cell line, plasmid,

oligonucleotides).
e. Describe and report where source material, software project/tools, and code can be found (include active DOI links from an

open science repository).
f. Describe staff training and measurement logistics.
g. Describe tools and/or procedures used to mitigate attrition or missing data.

Experimental subjects
3. Include the following for either human or animal research:

a. The total number of subjects in each experiment, including the number of animals (or participants) and sex and age at the
start of the experiments.

b. Describe how the number of subjects was arrived at and provide details of any sample size calculation, including power
analysis for each set of experiments. If no power analysis was performed, either describe how sample sizes were obtained to
ensure at least 80% power or document alternative strategies to ensuring sufficient sample was collected.

c. Indicate the number of independent replications of each experiment, when applicable, including how often each experiment
was performed. Reporting should be sufficient to distinguish independent biological data points and technical replicates.

d. Describe blinding and randomization procedures. If not applicable, describe why.
e. Describe subject inclusion/exclusion procedures.
f. Address sex as a biological variable and other potential variables.
g. Include a statement of ethical compliance.
h. Describe the animal source, species, and strain used; breeding strategies; inbred and characteristics of transgenic animals; and

how this model achieves construct, face, and predictive validity.
i. Address animal housing information, including housing paradigm, cage/pen space requirements (cage size, animal density,

brand, cage component, materials, opacity), room temperature and relative humidity, light cycle/duration, intensity and color,
bedding substrate (e.g., corncob, paper chips, straw, wood shavings), environmental complexity and enrichment type, diet
(type, source, supplements, feeding method/frequency, method of preparation, water quality, type, and supply), veterinary and
supportive treatments, chemicals and methods used for sanitation of housing area, and any other key factors.

j. Completely describe husbandry information, including travel to performance site (e.g., vendor source information,
environmental factors, intracage/crate measurements, ventilation type) and performance site husbandry (e.g., acclimation
period to new facility, intracage measurement, cage change frequency, air exchange or flow rates in cage/room, enclosure
density, cleaning chemicals and other sanitation practices, and any deviations to standard husbandry conditions).

(Continued)
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Table 1 (Continued)

Statistics
4. Provide details of the statistical methods used for each analysis, including the following:

a. Describe the primary and secondary outcomes, including which experiments are considered exploratory, whether data are
independent (no subjects/specimens are related to each other), or whether conditions are nonindependent or paired.

b. Provide inclusion and exclusion criteria for data, including how outliers and missing data were controlled, whether data were
missing at random, and how data would change if eliminated observations were included.

c. Provide a statement of the statistical test used for each relevant figure and panel presented and justification/rationale for each
statistical test.
i. Describe methods used to assess whether data will meet assumptions for the specific statistical approach and what will be

done if assumptions are not met.
ii. Define test as one- or two-sided and significance threshold and include a definition of center, dispersion, and precision

measures (e.g., mean, median, SD, effect size, confidence intervals) and exact value of N for each relevant figure and panel
presented.

iii. If analyses include a covariate, report the results of the analysis without the covariate.
iv. Report adjustments for transformation and multiple comparisons and provide statements about the factors tested, how

post hoc tests were chosen, and post hoc comparisons.
d. Fully report statistics (including exact value of N, degrees of freedom, test value, and exact p-value when >0.001).

i. In addition to reporting p-value, which provides only a qualitative statement of whether something is significant, report
effect sizes and confidence intervals to provide quantitative assessments of magnitude of the effect and certainty.

e. Include the following additional analyses, if applicable:
i. Analysis of counterbalanced data to ensure no object bias exists
ii. Evaluation of consistency of data from control groups across time
iii. Between-cohort analysis and comparisons to other assays in analogous domains
iv. Disaggregated data for males and females

f. Include software, packages, and libraries (including version) used for analyses.
g. Ensure graphical representation of data is consistent with statistical approach and experimental design and is depicted

appropriately.

As a primary outcome from the NIH ACDWG, it was recommended that critical elements of
the experimental design and analysis should be reported in study designs and grant and funding
renewal applications, in addition to rigorously reporting these factors, as outlined in the ARRIVE
2.0 guidelines, in publications. The original 2010 ARRIVE guidelines were revised after a global
survey of animal research literature revealed the need for significant improvement in data re-
porting to accomplish the goals of reproducibility. The updated guidelines, and their Explanation
and Elaboration sections, are the result of an extensive collaborative effort across the scientific
community (27). The NIH has reinforced suggestions from the recent ACDWG report with the
issuance of NOT-OD-23-057 (February 2023), which encourages use of the Essential 10 checklist
in all publications reporting vertebrate animal and cephalopod research.

Compliance with NIH reporting expectations could be achieved by prospectively registering
studies to create a permanent record of study designs, analytic plans, and primary outcomes. Alter-
natively, research protocols can be submitted to journals as a Registered Report (29). This format
has been expanding rapidly across journals, with more than 275 journals now offering this type of
submission, benefitting researchers whose proposed study designs undergo peer review (30). Ad-
ditionally, the NIH ACDWG recommended expanding training programs for animal researchers
to include reviews on study design and data analytic plans, to encourage investigators conducting
animal research to expand their statistical knowledge base by developing relevant curricula for
trainees and to encourage trainees conducting animal research to augment their understanding of
appropriate study design.
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2.2. Inclusion and Exclusion Criteria and Missing Data

Given the complexity of executing animal studies, decisions are necessary as to when to include or
exclude specific animals or data points. Explanations for how these criteria are established should
be defined and deduced a priori but in many cases are not considered until after the study has
commenced or even concluded. In other words, investigators should consider what parameters
permit an animal or data point to be included in the final study analysis and what factors must be
considered to exclude such information. Without a priori consideration, investigators might fall
prey to the influence of excluding data when they do not fit the research story or because they
do not align with expected data trends. Understandably, data removal and omission can lead to
potential irreproducibility and the inability to generalize study findings.

Data are removed from a published report, referred to as missing data, in two primary ways:
through (a) dropping outliers, a practice in many laboratories that causes outcomes to become dis-
proportionally large and may lead to the statistically significant effects (28, 31), and (b) excluding
specific animals or cohorts based upon health reasons or because the treatment might adversely af-
fect a certain animal in a sample (26). To overcome this obstacle, during the design of a study (and
subsequently in reporting how data inclusion was defined as part of the final publication), investi-
gators should determine criteria for data use and consider, with input from statistical consultants,
whether to perform estimation analyses to limit data misinterpretation and better explain any data
that are “missing at random” (32–36). Table 1 is included as an aid to assist in reminders about
data disclosures to mitigate potential sources of bias and promote improved preclinical research
outcomes and other key research factors; this aid incorporates key elements from other research
guidance, like ARRIVE 2.0, the CONSORT checklist, and PREPARE (13, 23, 26, 27, 37, 38).

2.3. Randomization and Blinding

Improving research accuracy and reducing selection bias require investigators to comprehensively
describe the participants or animal subjects and mitigate opportunities to adversely influence ob-
servations. A recent meta-analysis revealed that as many as 75% of animal studies do not report
any type of randomization or blinding (see the sidebar titled Glossary of Terms), which can taint
resulting interpretations (39). As dictated by the NIH ACD WG, a recommendation was made
to specifically address critical study design elements, including randomization and blinding, in
grant applications (6). In turn, journals are supportive of these endeavors and more commonly
require authors to provide details. Further, advances in artificial intelligence software will assist
journals with determining when key elements are reported (23). Common randomization tech-
niques can be implemented readily into study designs, including (a) simple randomization, which
randomizes subjects based on a single sequence of random assignments; (b) block randomization,
which randomizes participants/subjects into groups of equal sample sizes; (c) stratified randomiza-
tion, which controls and balances baseline characteristics and how potential covariates influence
the dependent variable; and (d) covariate adaptive randomization, which assigns participants to a
specific treatment group by considering covariates and previous participant assignments (40, 41).
Although there are advantages and challenges to each unique randomization strategy, it is critical
to remember that because animal modeling typically uses smaller sample sizes, block randomiza-
tion is often superior for between-subject designs because it achieves balance in the allocation of
subjects to treatment arms (42). Different randomization approaches should be assessed if a study
uses within-subject or crossover designs (43). Regardless of how randomization is determined, one
should maintain a consistent approach throughout the study to avoid introducing potential biases.

Though rarely implemented in preclinical research (one study estimates that only approxi-
mately 14% of studies report any attempt toward blinding), blinding in preclinical research is
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crucial to protect against performance and detection bias and is essential to mitigate effect over-
estimation (44). Indeed, nonblinded outcome assessments can contribute up to 45% inflation of
effect sizes (27). Similar to randomization, there are three levels of blinding: (a) In assumed blind-
ing, experimenters have access to the group or treatment codes but do not know how those codes
correspond between the groups until the end of the study, reducing the risk of bias; (b) partial
blinding occurs in situations where blinding cannot be implemented for the entire experiment;
and (c) full blinding—the preferable approach—requires complete allocation concealment from
the beginning to the end of the experiment (43). Despite blinding’s critical role in reducing bias
throughout the conduct of the experiment and during assessment and analysis (45), it may not
always be possible; in this case, experimenters would be expected to articulate why blinding was
not incorporated and outline how performance bias was mitigated, if not eliminated.

2.4. Power Analysis and Sample Size Determination

Recent evidence indicates that only ∼12.5% of rodent studies are sufficiently powered to provide
evidence against a null hypothesis (46). In other words, the actual power of studies is much lower
than the planned power, which can be due to sample sizes being selected without robust estimates
for minimally important effects (47–50). Of the 3Rs, the concept of reduction is highlighted in
experimental design to ensure that the most conservative number of animals is used to answer the
research question appropriately. The impact is such that sampling errors can significantly impact
the precision and interpretation of results; ethically, this may lead to a waste of animals and other
resources and will likely increase unreliability and reduce the generalizability of research results.
The sample size is the number of experimental units (e.g., animals, cells, or clusters) that are ran-
domly and blindly assigned to the differing comparison and control groups (51, 52). To overcome
sampling errors and determine an appropriate sample size, investigators should conduct a priori
power analyses, which will reliably determine how many animal subjects are needed to result in
the smallest effect size of interest. Importantly, investigators should report in grant applications
and publishable manuscripts as to how the sample size was calculated, including details about ser-
vices and software used for the analysis to help improve comprehension by other research groups
and reduce uninterpretable research practices.

In determining a sample size, three factors are needed, including the alpha value (traditionally
reported to be 0.05), the β value (traditionally reported as 0.20, or 80% power), and the effect
size. Although the former two variables are often understood, deriving an effect size often causes
investigators and trainees confusion. The authors hope to clarify that the effect size is a num-
ber (e.g., the difference between the mean of two groups) that expresses the magnitude of the
outcome relevant to a specific research question and can be determined in multiple ways. [A pow-
erful resource that details the calculation of effect sizes using differing approaches is cited herein
(53).] Usually, the higher the effect size, the larger or stronger the difference or relationship be-
tween variables. Once these variables are known, power analysis software, such as G∗Power, pwr
R package, or jamovi, can assist in determining an appropriate sample size (54–59). If a study is
insufficiently powered, investigators can also increase power without increasing sample size by us-
ing fewer factor levels; having a more focused hypothesis test; binning continuous variables; and
using a factorial arrangement, which occurs when all levels of one factor co-occur with all levels
of another factor (60).

2.5. Statistical Approaches

Another variable that can contribute to the inability to expand scientific results into a generaliz-
able mindset is statistical error, which involves the application of incorrect or suboptimal tests or
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reporting errors in the p-value (61–63) or, as discussed above, through insufficiently powered stud-
ies (47, 51, 61, 64, 65). Issues are compounded by inadequate or selective reporting in journals or
grant applications regarding what statistical approach(es) were applied and whether assumptions
were tested. Because of a need to publish results biased toward a desired effect, and because pub-
lishers prioritize positive results (66), investigators might choose their analytical approach after
seeing the data or performing multiple analyses to choose the most favorable outcome, referred to
colloquially as “p-hacking” (67). A lack of transparency in reporting how studies are analyzed and
whether parameters and data analysis approaches are decided a priori or after data are collected
will affect the ability of investigators and readers to appropriately interpret findings, evaluate the
robustness of the data, and design future studies based upon those results (26, 39).

The NIH ACDWG highlighted poor statistical practices, whether due to lack of understand-
ing, inadequate training, or intentional data bias, as an area of needed intervention. In fact, the
first themed recommendation to the NIH Director was to improve statistical training for sci-
entists. Unfortunately, statistical manipulations are entrenched in preclinical research, including
examples of investigators continuing to add samples/subjects until a significant p-value is achieved
(68). The p-value measures whether an observed result can be attributed to chance (a qualitative
answer), yet it does not address the more important interpretation, which is the magnitude of
an effect. Rather than focusing on the probability (or p-value), the NIH ACD WG also recom-
mended reporting quantitative estimates that are accompanied by measures of uncertainty (i.e.,
effect size and confidence interval). The effect size, when combined with confidence intervals,
serves as a better representation of the evidence by providing a range of plausible values within
which point estimates (e.g., mean differences) may lie, allowing others to calibrate an interpreta-
tion of the data (69). Further, this approach allows for a more accurate comparison across studies
and sample-size planning of future studies and can be optimized for use in meta-analyses. These
meta-analyses can be used to assess data from independent data sets and enable a more generaliz-
able understanding of research outcomes, while simultaneously mitigating potential publication
bias (70).

2.6. Extrinsic Factors to Consider Within Animal Facilities

As described in the Introduction, animal-specific factors, particularly those once unknown or
thought to be irrelevant, are increasingly recognized as impactful, if not critically important,
to study outcomes. Indeed, one multi-laboratory study investigating confounding effects of the
laboratory environment and a gene-by-environment interaction found that despite rigorous stan-
dardization of housing conditions and study protocols, between-laboratory variations led to a
significant interaction between genotype and laboratory (71). Similarly, a lack of standardization
of specific protocols (e.g., timing, severity/invasiveness of procedures, housing conditions) and
differences in equipment (7, 72, 73) also contributed to irreproducible research.

The NIH ACD WG recommended to the Director that investigators should be required
to report extrinsic factors, such as aspects of animal handling, housing, husbandry, transporta-
tion to animal housing facilities, and ambient environmental parameters (e.g., temperature, light,
humidity, noise) (74). Furthermore, variables such as enrichment, social housing, experimenter
sex/gender, and experimenter handling and refinements in these practices impact behavioral and
experimental outcomes (75) and should be disclosed in publications.

Most animal research facilities are equipped with specialized housing rooms and cage systems
that minimize potential confounding variables influenced by the environment. The facilities are
maintained by qualified and dedicated personnel who adhere to well-conceived and regulated
operating procedures. Controlling, to the best of one’s ability, both the microenvironment (the
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animal’s primary enclosure, including temperature and humidity) and the macroenvironment (the
physical conditions surrounding the microenvironment, including room lighting and air quality)
is essential to maximize animal well-being and the quality of research data obtained from the
animals (76–79).

Recent ILAR publications provide summary overviews of important extrinsic factors like the
room light cycle (80); social and behavioral factors (81); and the animal microbiota (82), which
is strongly influenced by rodent chow formulations and can also vary wildly by brand and nutri-
tional composition. Drinking water provided to laboratory animals is rarely considered in the
experimental design, but recent evidence indicates that water source, microbial and chemical
contaminants, and purification methods can result in potential experimental variability (83). In
addition, a growing area of study in laboratory animal sciences and regulatory oversight is the
evaluation of enrichment substrates to better promote animal-specific behaviors (84). No mat-
ter the species involved, bedding and enrichment items can affect behavior and physiological
parameters and should be disclosed in protocols and publications to aid reproducibility efforts
(85, 86).

Attention to sources of unanticipated noise and vibration within animal facilities warrants
consideration for their potential adverse impacts on animal health. There are known sources of
noise, like cage washers, loading docks, and large animal housing spaces; however, noise from
smoke-detection devices, lighting systems, computer and equipment alarms, HVAC, and lami-
nar flow hoods also can cumulatively impact animals and may or may not be at the frequency
where certain animal species are affected (87–89). Noise exposure influences virtually every area
of biomedical research, from the immune system, to the development of tumors and heart dis-
ease, to typical circadian rhythms. Noise and vibration are sources of stress and can lead to a
cascade of physiologic responses in animals (87). Even at relatively low intensities, such noise
can be damaging to research animals and humans alike; therefore, procedural recovery areas are
best kept to low, undisturbed sound volumes until animals can be returned to typical housing
environments.

Animal housing, handling, and husbandry will never be standardized fully across institutions,
because other external factors (e.g., rotation of animal researchers and care personnel, building
and facility age, HVAC, weather/seasonal changes) will always be present. The NIH ACD WG
advised that specific subcategories of the ARRIVE 2.0 guidelines be disclosed when providing
details in animal study designs, grant submissions, and progress reports. Specific vivarium fac-
tors are outlined in Item #8 (Experimental Animals) within the ARRIVE Essential 10, Item #15
(Housing and Husbandry) from the ARRIVE Recommended Set, and Item #16 (Animal Care and
Monitoring) from the ARRIVE Recommended Set (12, 27).

The recognition of the importance of extrinsic factors has emerged as its own discipline,
classified as therioepistemology (90). Importantly, because human conditions of disease are not
standardized as they are studied, it is unrealistic to expect that animal conditions should therefore
be identical. Although documentation of extrinsic factors and animal husbandry and environment
may be disregarded as a perceived regulatory burden, much of the data regarding the animal en-
vironment and husbandry are available within existing animal program records (e.g., AAALAC
International program descriptions and daily housing room checklists). These data are readily
provided to research teams by those involved in the delivery of animal care, including Attend-
ing Veterinarians or other animal care personnel, Institutional Animal Care and Use Committee
administrators, and grant and research program leadership. With consistent access to records of
environmental factors, investigators can review and retain important experimental information
for their data files; in particular, deviations from expected outcomes can be explored, addressed,
and reported in research findings.
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3. TRANSLATIONAL RELEVANCE AS KEY SUPPORT
FOR GENERALIZABILITY

The centuries-long relationship between humans and animals is important to our mutual well-
being and survival (91, 92). An essential part of that relationship is the reliance on animals as
research subjects to expand our understanding of human and animal health and disease, to char-
acterize potential hazards of substances in our environment, and to support the discovery and
development of innovative medicines and therapies. Our ability to interrogate biology and disease
in animals has grown considerably with the advent of genome sequencing; the development of ge-
netic modification techniques; and the application of a growing portfolio of noninvasive cellular,
biochemical, protein, and imaging biomarkers.

Although the NIH ACDWG recognized that no model system perfectly represents the com-
plexity of the human system, there is significant conservation across the biological spectrum
between many mammals and humans at the gene, cell, tissue, and organ system level with the
recapitulation of most major processes at both the molecular and macromolecular levels. Accord-
ingly,many animal species represent reasonable surrogates of human biology that can be leveraged
to better understand humans. Some of these experimental systems are induced by intentionally
altering environmental conditions (e.g., giving animals a high-fat diet or exposing them to unique
stimuli like altered circadian light/dark cycles) or administering agents that cause injury or alter
physiological norms (e.g., intratracheal administration of the chemotherapeutic bleomycin to in-
duce pulmonary fibrosis, intraperitoneal administration of pentylenetetrazole to induce seizures,
or topical administration of house dust mite allergen to induce atopic dermatitis). Others are
spontaneous or induced genetic modifications that are perpetuated through intentional breeding.

Animal research has expanded significantly as an outcome of the Human Genome Project
and the idea that the human genome provides insights into the causes of human disease as well
as novel pharmaceutical targets for mitigating those diseases (93). This convergent concept of a
genetic basis for disease, coupled with our ability to genetically modify animals, has prompted sig-
nificant standardization in the field of basic animal research and even efforts to humanize animals
(e.g., replace a mouse gene with a corresponding human orthologous gene sequence) to improve
their human relevance (94). Accordingly, the focus on animal modeling systems has narrowed to a
smaller number of animal species, of which rodents, particularly mice, have emerged as the most
commonly used (95). Though mice are considered relevant biological surrogates for humans, the
motivations for their experimental prominence have less to do with their biological relevance than
their relative (easy-to-handle) size, cost, fecundity, and susceptibility to genetic modification.

Many fundamental aspects of mammalian biology are well conserved between laboratory ani-
mal species and humans. A variety of animal species generally represent the major organ systems
and the basic physiology typically evaluated in human patients. Even so, there is variability in gene
expression and physiologic concordance to humans among common laboratory animal species.
For example, the lack of understanding of the etiology and pathogenesis of important classes of
diseases, such as neuropsychiatric disorders, hampers the ability to model them effectively in an-
imals. This is also complicated by the frequent lack of a representative morphologic phenotype
to replicate and the challenges in relating animal behaviors to human behaviors that are often the
primary manifestation of disease in humans. Accordingly, and for this area of biology and class of
diseases, there is a frequent need to study nonhuman primates (NHPs) as the pinnacle of human
relevance (96–98). Despite the exquisite biological relevance of NHPs, there are significant soci-
etal and logistical challenges to using these species to the extent that rodents are used in research
studies. Even so, the NIH ACD WG recognized the continuing need for NHPs and other large
animal species (dogs, cats, pigs, sheep) to support certain areas of research (e.g., neuropsychiatric,
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immunologic, and some infectious diseases) and recommended that appropriate funding support
be allocated for those needs (6).

Recognizing the unique phenotypic features of each laboratory animal species is critically
important for interpreting outcomes and understanding the implications of these features in trans-
lating the model to the human condition. Comparative biologists and pathologists are attuned
to the high heart rate of rats and mice, the lack of a gallbladder in the rat, the unique histologic
prominence of Purkinje cells in the mini-pig, and the cuboidal parietal epithelium of the glomeru-
lar Bowman’s capsule in the male mouse. In addition, there are known background pathologies in
these species, like multifocal cardiomyocyte necrosis and mononuclear cell infiltrate in rodents
and mini-pigs, chronic progressive nephropathy in rodents, and vascular necrosis in the coronary
arteries of dogs. ILAR recently published a series of articles summarizing common background
lesions in a broad spectrum of animal species used in research (99, 100). Accordingly, animal model
selection and characterization will benefit from multidisciplinary partnerships between the inves-
tigators defining the biomedical research questions and the comparative scientists who understand
the animals being studied to continue to refine model selection and interpret data outcomes.

There are many reasons why an animal study might not accurately or precisely model what will
happen in human patients (i.e., it may not be generalizable to a patient population of interest).De-
spite substantial conservation of fundamental biology, as well as efforts to rigorously standardize
and control experimental studies, biology is complex and variable in animals and humans. Indi-
vidual variability in basal biology and responses to perturbation is a reality in both animals and
humans, leading some investigators to advocate for representing that variability in animal stud-
ies (101). That fundamental principle presented itself clearly with the evolution of the COVID
pandemic, during which individuals had widely disparate responses to infections from the many
variants of SARS-CoV-2 that emerged. Accordingly, it is important to understand the zone of ap-
plicability or validity for the selected model and the study in which it will be used, relative to the
hypothesis being tested or the disease/disorder under question. Key contributors to translational
failures include lack of sufficient concordance of the biology or pathobiology of interest to humans,
procedural failure to control for experimental bias, and translationally weak study designs.

Physiological differences among species likely influence how well they model the human con-
dition. The comparative physiology of the cardiovascular system is a good example. Basal heart
rates are highly variable across species, and are dependent on housing environment and ambient
temperatures, ranging from approximately 450–750 bpm in laboratory mice to 250–400 bpm in
rats, 70–120 bpm in dogs, and 50–90 bpm in humans (102). In addition to differences in basal heart
rate, the approaches used to measure that heart rate can influence its generalizability. Common
approaches to measuring heart rate in laboratory animals include manual or anesthetized re-
straint using electrocardiogram leads on a closed chest for short-duration measurements (closely
aligned with a human clinical assessment) and surgical implantation of a telemetered device
for longer-duration assessments (excellent for continuous measures at high resolution without
the distraction of restraint, but not similar to the human experience). In addition to functional
differences in parameters like heart rate, there are also meaningful anatomic differences between
species to consider. A relevant example is coronary collateral circulation, which is variable but well
developed in humans, as it is in dogs, but much less so in rodents (103). Collateral coronary circu-
lation capacity significantly influences the outcomes of myocardial ischemia from coronary artery
occlusion. Accordingly, the American Heart Association recognized the usefulness of rodent
models but recommended that large animal models also be used to support the development of
human heart failure therapies due to their more relevant cardiac biology and pathobiology (104).
This presents a potential conflict between our interest in conducting translationally relevant
animal research and our strong commitment to the judicious use of animals that often includes a
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default to rodents over dogs or NHPs. This ethical conflict likely contributes to the conduct of
studies that are not optimized for their generalizability to humans. As noted above, the NIH ACD
WG recognized specific needs for large animal (nonrodent) models for some areas of research
and advised the NIH to consider that unique need in their funding support for those areas.

Another potential source of translational weakness is differences in the ways pathobiology
or disease is represented or experimentally induced in experimental animals relative to how it
manifests in human patients. Not unexpectedly, diseases with simple etiologies (e.g., single–gene
mutation diseases or infectious disease) are often modeled with better human fidelity than more
complex diseases, like many of the chronic progressive diseases of contemporary interest to drug
developers (e.g., chronic heart failure, chronic progressive renal disease, chronic lung disease, and
progressive neurological diseases). Adding to this complexity is a frequent lack of understanding
of the etiologies of many of these disease conditions in humans, so investigators are often left
replicating the morphologic phenotype without replicating the pathogenesis (i.e., disease initia-
tion and progression). Examples of this include the use of bleomycin to induce pulmonary fibrosis
in rodents in a week or two, when a similar condition develops over years in human patients (105).
Yet another example is the dextran sulfate sodium model of chemically induced inflammatory
bowel disease, which is often immune mediated in humans (106). Both models morphologically
reflect organ-specific responses to injury that are present in human disease progression, though
they are induced in ways that do not reflect the pathogenesis of the human disease, which is likely
to influence the translation of animal to human outcomes.

Though rigorous standardization of studies may facilitate more efficient decision making and
use of fewer animals, it significantly undermines the translational relevance of those studies, be-
cause human biology and pathobiology are anything but standardized. The conflict between these
two fundamental issues becomes more acute as the interest in understanding the influence of in-
dividual genetic variability and personalized medicine increases. The Collaborative Cross and
Diversity Outbred mouse populations are attempts to better represent the genetic diversity of
human populations. These stocks are used to investigate gene–phenotype associations and also
model the potential dynamic range of a biological response to a stimulus or insult in a genetically
diverse population. Studies using outbred mouse colonies can be effective at supporting those
investigations; however, animal cohorts will likely require larger group sizes, and there may be
challenges in data interpretation (i.e., due to the variability of the results) (107, 108).

Several considerations and approaches can improve the translational relevance of an animal
study. In addition to adopting as common practice the inclusion of the criteria described in
Section 2, one must (a) clearly define the primary aim of the study, hypothesis, or question (i.e.,
the context for assessing the relevance of the model and guiding the study design); (b) consider
the human biology and pathobiology of interest; (c) appropriately characterize the animal model
for its reflection of that biology and pathobiology; and (d) design the study to optimally rep-
resent the human clinical context. Structured approaches to evaluating an animal model can be
useful in assessing its human relevance and representing the translational strengths of the out-
comes from studies using that model. The NIH ACDWG recommended that the NIH establish
a framework or guidance for rationalizing the scientific and appropriate translational relevance
of animal models. It was thought that this would support rigorous assessment of model selection
and transparency of model strengths and weaknesses. As the ARRIVE Guidelines have improved
the methodologic transparency of animal studies, some frameworks are emerging that could sup-
port the NIH ACD WG’s recommendation. For example, Storey et al. (109) recently outlined a
framework called the Animal Model Quality Assessment. In brief, this framework considers fea-
tures consistent with many of those described herein, including the biological relevance of the
animal, the level of understanding of the human disease, how well the human disease is modeled

www.annualreviews.org • Advocating for Generalizability 403



Downloaded from www.AnnualReviews.org

 Guest (guest)

IP:  3.133.141.6

On: Sat, 27 Apr 2024 15:32:04

in the animal, the history of pharmacologic response in the animal model, and the reproducibility
of the phenotype (110, 111).

Disease modeling brings with it additional challenges, because assessing the translational rel-
evance of an animal model of disease requires the requisite understanding of the human disease.
There are many human diseases for which the salient clinical features are well-defined. These
features generally include assessments of organ function, clinical pathologic parameters (e.g.,
hematology, serum chemistry, urine chemistry), assessments of behavior or sense of well-being,
andmacroscopic morphology.Histopathologic characterization of autopsy or biopsymaterial may
also be available for specific target-organ diseases (e.g., liver, kidney, intestine) but is less common.
Many of the more complex human diseases of interest today are not well characterized etiologi-
cally (i.e., their specific cause is unknown), nor is there reliable characterization of their early stages
(e.g., subclinical phases of disease initiation and progression) or molecular pathogeneses. These
critical gaps make it difficult to ensure that these features are represented in an animal model,
which creates a bias toward replicating morphologic phenotype over etiology and pathogenesis.
Ultimately, efforts to improve the translational relevance of animal modeling will require better
characterizations of human disease to optimize concordance (112).

The NIH ACD WG recognized the importance of rigorous animal model design and char-
acterization and the difficulties in putting that burden on individual investigators. To this end, it
was recommended to establish venues for the exchange of pertinent animal model information, as
well as funding of research centers to support design and characterization efforts (6).

4. CONCLUSIONS AND FUTURE EFFORTS

As the NIH and other research organizations continue to invest in basic and biomedical re-
search, ongoing (career-long) training and education will be critical for scientific stakeholders
to strengthen experimental design and analysis, select relevant animal models to address the ques-
tions of interest, and optimize animal welfare to mitigate the impact on experimental outcomes.
Animal models and the studies in which they are involved are critical surrogates for human bi-
ology and disease, as well as the most ethical alternative to human experimentation, given the
limited availability of nonanimal alternatives that could fully replace animal use. In the spirit of
generalizability, as mentioned previously, outcomes and interpretations of animal studies can ap-
ply across a variety of situations and populations, thus serving to reproduce scientific efforts and
foster innovative ideas and discoveries.

The NIH ACD WG expressed a shared foundational agreement, supported by the NIH Di-
rector, that animal studies contribute to significant findings and breakthroughs in both basic and
translational research.Enhancing transparency and openness around the rationale and importance
of biomedical investigations will help scientists, as well as the public, to engage in meaningful ex-
changes about how animals contribute to our society. In their final report, the NIH ACD WG
emphasized the value of open-source methods for sharing findings and data.Openness is the foun-
dation uponwhich institutions will be able to promote understanding (when,why, and how animals
are used) and garner continued public support for the necessity of animals for medical outcomes
that benefit human, as well as animal, health.

SUMMARY POINTS

1. Animal studies contribute to significant findings and breakthroughs in both basic and
translational research.

404 Hankenson • Prager • Berridge



Downloaded from www.AnnualReviews.org

 Guest (guest)

IP:  3.133.141.6

On: Sat, 27 Apr 2024 15:32:04

2. Reproducibility of research findings cannot be guaranteed due to extensive inherent
variables in attempts at experimental repetition.

3. Stakeholders within the scientific community should advocate for generalizability in the
application of data outcomes to ensure a broad and effective impact on the translation
of animal models to human research.

4. Investigators should report extrinsic factors, as these are the ambient environmental pa-
rameters have direct impact on the experience of research animals, and therefore can
impact experimental outcomes.

5. Openness is the foundation upon which institutions will be able to promote under-
standing and garner continued public support for the necessity of animals for medical
outcomes that benefit human, as well as animal, health.

6. Advancing scientific discovery requires investigators to embrace research practices that
increase transparency and disclosure about materials, methods, and outcomes.

7. Preparatory checklists, like those provided in ARRIVE 2.0,CONSORT, and PREPARE,
provide prompts about data disclosures that will help tomitigate potential sources of bias
and promote reproducibility and improved research outcomes.

8. As research organizations continue to invest in basic and biomedical research, continued
training and education will be critical for scientific stakeholders to strengthen experi-
mental design and analysis, select relevant animal models to address the questions of
interest, and optimize animal welfare to mitigate the impact on experimental outcomes.
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