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Abstract

The assembly of individual proteins into functional complexes is fundamen-
tal to nearly all biological processes. In recent decades, many thousands of
homomeric and heteromeric protein complex structures have been deter-
mined, greatly improving our understanding of the fundamental principles
that control symmetric and asymmetric quaternary structure organization.
Furthermore, our conception of protein complexes has moved beyond static
representations to include dynamic aspects of quaternary structure, includ-
ing conformational changes upon binding, multistep ordered assembly path-
ways, and structural fluctuations occurring within fully assembled complexes.
Finally, major advances have been made in our understanding of protein
complex evolution, both in reconstructing evolutionary histories of specific
complexes and in elucidating general mechanisms that explain how quater-
nary structure tends to evolve. The evolution of quaternary structure occurs
via changes in self-assembly state or through the gain or loss of protein sub-
units, and these processes can be driven by both adaptive and nonadaptive
influences.
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Quaternary
structure: the
structural arrangement
of the different
subunits of a protein
complex, with respect
to one another

Subunit: one of the
individual protein
chains of a complex
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INTRODUCTION

Within the crowded intracellular environment, individual proteins are constantly coming into
physical contact with other proteins and biological macromolecules (1, 2). There is huge diversity
in the frequency, specificity, and duration of these interactions. On one hand, a large fraction of
proteins form long-lived homomeric or heteromeric assemblies that are amenable to experimental
characterization and have well-defined molecular functions. On the other hand, cells are full of
many short-lived, promiscuous interactions that have little biological relevance, have not been
evolutionarily selected for, and are due mostly to intracellular crowding (3, 4). However, many
transient interactions are of crucial functional importance, particularly in cell signaling (5, 6).

If the cell is such a dynamic place, with so many interactions occurring, then how should we
define a protein complex? Do all interactions represent complexes of a sort, however transient or
nonspecific? And if we want to distinguish ultratransient interactions from stable protein com-
plexes, how do we define a threshold? Given that we are unlikely to obtain a complete picture
of all interactions occurring within a cell, our concept of protein complexes depends largely on
the experimental methods used to characterize them. For example, one can define a protein com-
plex either as a collection of proteins that copurify together in a high-throughput proteomics
experiment (7–9) or through the analysis of patterns within pairwise interaction data (10).

In this review, we focus on complexes that can be purified and characterized structurally,
taking advantage of the vast amount of three-dimensional coordinate data now available. We
first focus on how the quaternary structure of protein complexes is organized. We then discuss
dynamic aspects of protein complexes, including their conformational changes upon binding,
ordered assembly into multisubunit complexes, and dynamics that occur within the context of
a fully assembled complex. Finally, we address quaternary structure evolution, which includes
changes in self-assembly state, the gain and loss of subunits, and the adaptive and nonadaptive
factors that influence these processes.
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Heteromer: a protein
complex formed from
multiple distinct
subunit types

NMR: nuclear
magnetic resonance

EM: electron
microscopy

Monomer:
an individual protein
chain that is not part
of a complex

Homomer: a protein
complex formed from
self-assembly of a
single type of subunit

PDB: Protein Data
Bank

PRINCIPLES OF QUATERNARY STRUCTURE ORGANIZATION

Structural Characterization of Protein Complexes

Protein quaternary structure can be defined as the way the different individual protein chains
(i.e., subunits) of a complex are organized with respect to one another. At its simplest, quaternary
structure can be homomeric, formed from the self-assembly of repeated copies of a single subunit.
In contrast, heteromeric complexes are composed of multiple distinct protein subunits, usually
encoded by different genes, although heteromers can also be formed from proteolytic cleavage of
single chains.

Three main experimental methods have been used to determine the structures of protein
complexes: X-ray crystallography, nuclear magnetic resonance (NMR), and electron microscopy
(EM). Figure 1 depicts the rates at which new structures have been determined with each method
for monomers (i.e., single protein chains that do not self-assemble), homomers, and heteromers.
This figure is based upon a current snapshot of the Protein Data Bank (PDB) (11), filtered for
redundancy and provided as Supplemental Table 1 (follow the Supplemental Material link
from the Annual Reviews home page at http://www.annualreviews.org).

Most protein structures have been determined using X-ray crystallography. The nonredun-
dant snapshot of protein crystal structures contains 7,972 monomers, 9,206 homomers, and 2,677
heteromers. Thus, 87% of crystal structures involve only a single type of polypeptide chain, and
a slight majority (54%) of these self-assemble into homomers. Interestingly, the number of new
monomers and homomers peaked near the end of the last decade (Figure 1a). This can proba-
bly be attributed to the proliferation of structural genomics projects during that decade, which
focused primarily on the structures of novel protein folds (12). More recently, as structural ge-
nomics projects have been successful in determining a large fraction of the easily crystallizable
protein folds, the number of new monomers and homomers per year has decreased. In con-
trast, it is clear that coverage of heteromeric quaternary structure space is still in its relative
infancy.

NMR is the second most common method for protein structure determination. The
nonredundant snapshot of NMR structures contains 3,743 monomers, 218 homomers, and 197
heteromers. Most NMR structures are composed of only a single type of polypeptide chain,
although the vast majority are of monomers rather than homomers. There are more monomers
because smaller proteins are much easier to characterize structurally with NMR than are larger
proteins, so proteins that self-assemble into homomers are generally less amenable to structure
determination. It is also conceivable that less consideration is given to correctly assigning
quaternary structure during NMR structure determination, so some of the monomeric NMR
structures might actually exist as homomers in solution. Moreover, it is interesting to note the
dramatic increase in new monomeric NMR structures, peaking in 2005 and then dropping sharply
(Figure 1b). This increase is probably due to a combination of structural genomics proliferation,
coupled with an increase, and then decrease, in interest in NMR as a structure-determination
method.

Finally, various EM-based approaches have been used to determine protein structures. In total,
there are 37 monomers, 102 homomers, and 148 heteromers in the nonredundant snapshot of EM
structures. Note the large enrichment of heteromers and underrepresentation of monomers com-
pared with other methods. The reason for this disparity is that EM is ideally suited for very large
structures, which tend to be enriched in complexes, particularly heteromers with multiple distinct
subunits. The number of new EM structures per year is currently increasing rapidly, facilitated
by advances in cryogenic methods combined with single-particle analysis and tomography.
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Figure 1
New nonredundant monomer (blue), homomer ( green), and heteromer (red ) structures released per year in
the Protein Data Bank (PDB), determined using (a) X-ray crystallography, (b) nuclear magnetic resonance
(NMR), and (c) electron microscopy. These plots are based upon a recent snapshot of the PDB (from June
14, 2014) and consider only new structures with sequences that differ substantially from those of existing
structures (filtered at the level of 50% sequence identity). The nonredundant sets of structures used to
generate these plots are provided in Supplemental Table 1.
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Protein Self-Assembly into Homomeric Complexes

The reason there is so much more structural information on homomers than heteromers is not that
people have specifically chosen to study homomers, but instead because the intrinsic propensity
for individual proteins to self-assemble is high. Thus, because most structural studies have focused
on individual protein chains, most protein structures are either monomeric or homomeric.

The vast majority of homomeric protein complexes of known structure are symmetric (13–16).
Thus, all homomers can be classified into a limited number of groups (Figure 2a):

1. Twofold dimeric complexes, which can be represented by the C2 symmetry group. In these
complexes, a pair of subunits is related by a twofold axis of rotational symmetry. An important
property of such a twofold axis is that the interaction between the two subunits is symmetric
and necessarily involves identical parts of their surfaces. These are called isologous or head-
to-head interfaces.

2. Cyclic complexes, which belong to the Cn(n>2) symmetry groups. These are characterized
by higher-order rotational symmetry (e.g., threefold in C3 and fourfold in C4 complexes).
The interfaces of these cyclic complexes involve asymmetric interactions between different
surfaces on each subunit, and are referred to as heterologous or head-to-tail interfaces.
Although the twofold dimeric complexes technically belong to a cyclic symmetry group
(i.e., C2), they are generally considered separately because they do not form closed rings, as
do the higher-order cyclic complexes.

3. Dihedral complexes, from the Dn(n>1) symmetry groups. These complexes are characterized
by two orthogonal symmetry axes. One is a twofold axis of rotational symmetry, whereas
the other can be twofold or higher order. Thus, a D2 complex can essentially be considered
a “dimer of dimers,” whereas the D3 symmetry group is compatible with both a “dimer of
trimers” and a “trimer of dimers.”

4. Cubic complexes, which can belong to the tetrahedral (T ), octahedral (O), or icosahe-
dral (I) symmetry group. Tetrahedral homomers have 12 subunits with twofold and three-
fold symmetry axes. Octahedral homomers have 24 subunits with twofold, threefold, and
fourfold symmetry axes. Icosahedral complexes have 60 subunits with twofold, threefold,
and fivefold symmetry axes.

5. Helical complexes, with helical (H) symmetry. Helical symmetry can be considered rotation
combined with translational motion (i.e., like a screw). Whereas all of the above complexes
belong to closed symmetry groups, helical symmetry is open; therefore, in principle, they
could self-assemble indefinitely. In practice, the number of subunits in complexes with helical
symmetry is controlled by other factors, such as steric restrictions, subunit concentrations,
and the kinetics of association and dissociation.

6. Asymmetric homomers, which can be represented by the trivial symmetry group C1. These
can be formed in a variety of ways, but by definition in any such asymmetric complex,
different subunits must exist in nonequivalent positions.

It is interesting to observe the widely varying distributions of the different symmetry groups
in the sets of homomeric structures determined with different experimental measurements
(Figure 2b). On one hand, whereas symmetric dimers make up the majority of both X-ray crystal-
lography and NMR structures, they are quite rare (10%) in EM structures. The EM structures, on
the other hand, are strongly enriched in homomers with cyclic (34%) and cubic (32%) symmetries.
This observation can be explained by the fact that EM methods are generally applied to very large
structures, which are likely to have more repeated subunits. Overall, these results emphasize the
necessity of utilizing a variety of techniques to obtain the best coverage of quaternary structure
space.

www.annualreviews.org • Quaternary Structure of Proteins 555



BI84CH20-Marsh ARI 24 April 2015 10:12

Isologous interface

Heterologous interface

Dimeric

Cyclic

Dihedral

Cubic

Helical

Asymmetric

a

b

X-ray crystallography NMR Electron microscopy

Dimeric (C2)
Galactose epimerase (1EK5)

Cyclic (Cn (n > 2))
Ubiquitin–protein
ligase E3A (1D5F)

Dihedral (Dn)
Aldolase B (1QO5)

Cubic (T/O/I)
Aspartyl

aminopeptidase (4DYO)

Helical (H)
Par-3 (3ZEE)

Asymmetric (C1)
Renin (1BIL)

mmetric (C1)

Dihydrolipoyl
transacetylase (1EAC)

Phosphoribosylpyrophosphate
synthetase (2JI4)

Allantoicase (1SG3)

Neuraminidase (1NNA)

T O

Lumazine synthase (3MK3)

I

C2
C3 C4

D2 D3

C1

D3

H

Figure 2
Diversity of
quaternary structure in
homomers.
(a) Examples from the
different classes of
homomers. For each
example, the
quaternary structure
topology, in which the
interfaces between
subunits are
represented as red or
blue circles or lines, is
shown on the left, and
a real protein structure
is shown on the right.
Protein Data Bank
(PDB) identifiers are
in parentheses.
(b) Distribution of
quaternary structure
groups for
nonredundant
structures determined
using X-ray
crystallography,
nuclear magnetic
resonance (NMR), and
electron microscopy,
using the same data set
as in Figure 1.
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Finally, even among those complexes classified as symmetric on a global level, there are often
deviations from perfect symmetry. For example, different copies of the same subunit within a
single complex may exhibit small-to-large structural variations, although analysis of these varia-
tions can be complicated by the use of noncrystallographic symmetry constraints during structure
determination (17). However, when such complexes are studied using NMR, there is generally
no evidence for any asymmetry occurring in solution (18). These observations suggest that such
asymmetric structural fluctuations can occur and are sometimes observed as the energetically pre-
ferred states in crystals, but they are averaged out in solution over an NMR timescale. Mixing
of local symmetry elements can sometimes be observed as well. For example, in the tetrameric
AMPA subtype glutamate receptor (PDB ID: 3KG2), the intramembrane channel regions adopt
C4 symmetry, whereas the extracellular domains form a pair of C2 dimers (19).

Quaternary Structure Diversity of Heteromeric Complexes

Heteromer quaternary structure space is vast and largely unexplored. As highlighted in Figure 1,
there are far fewer published heteromer structures compared with homomers. This situation
contrasts with the scenario within cells, where most protein complexes are likely to be heteromeric.
For example, there is evidence that crystal structures of protein complexes purified from native
tissues tend to contain more distinct heteromeric subunits than those formed using recombinantly
produced proteins (20, 21). This notion is further supported by numerous proteomic experiments,
in which a very large fraction of proteins interact with other proteins in vivo (22) or copurify as part
of multiprotein complexes (7–9). Even in Mycoplasma pneumoniae, which has one of the smallest
genomes of any free-living organism, a proteome-wide screen revealed that 35% of the soluble
complexes identified were homomeric, although investigators estimate that this fraction might
be as high as 47% within the cell (23). Given the relatively low number of distinct proteins in
its proteome and, thus, the lower number of possible heteromeric interactions that could form,
we might speculate that this percentage is close to the upper limit for the fraction of homomeric
complexes and, therefore, that in most other organisms heteromers are probably more common.

Despite this apparent bias against heteromers in previous structural studies, a huge diversity of
heteromeric quaternary structure arrangements have been observed. Figure 3 illustrates several
examples of heteromeric complexes (15).

Perhaps the simplest heteromeric complexes are those formed from paralogous subunits
(Figure 3a). Such “paralogous heteromers” are fairly common, with complexes in which all sub-
units are paralogs comprising approximately 15% eukaryotic, 9% bacterial, and 19% archaeal
heteromeric crystal structures (21). Often, these complexes adopt simple symmetric topologies
that resemble symmetric homomers (Figure 3a). For example, the human Rad9–Hus1–Rad1 het-
erotrimer has three different paralogous subunits that are arranged like a cyclic trimer. Thus,
although this complex does not have perfect global symmetry and is technically categorized as C1

(i.e., no symmetry), it does have a pseudo-C3 symmetry. In fact, the individual polypeptide chains
of this complex have internal pseudo-C2 symmetry due to repeated domains; thus, the complex
could be described as pseudo-D3 if considered at the domain level. Another example is the archaeal
group II chaperonin, the thermosome, which is formed from two paralogous subunits with overall
D4 symmetry that becomes pseudo-D8 if we consider the structural similarity between the α- and
β-subunits. However, not all paralogous heteromers adopt simple homomer-like arrangements:
The Skp1 complex has 10 copies of 3 paralogous subunits arranged with overall D5 symmetry.
Because the different paralogous subunits occupy quite different positions within the complex,
there is no higher-order pseudosymmetry.

www.annualreviews.org • Quaternary Structure of Proteins 557



BI84CH20-Marsh ARI 24 April 2015 10:12

C1 (pseudo-C3/D3) 

C2

C11

C3 (pseudo-C6)  

C3 D7

D4 (pseudo-D8) 

a   Paralogous heteromers

b   Symmetric heteromers

c   Mixed-symmetry heteromers

C3 in core

C6 outside core

Local C3

d   Asymmetric heteromers

D7

Rad9–Hus1–Rad1 (3GGR) Thermosome (1A6D) Ska core complex (4AJ5)

 D5 (no higher pseudosymmetry)

Tryptophan synthase (1WBJ) Formate dehydrogenase N (1KQG) PAN (3IPM)

ATP synthase (2XOK) Phage p2 baseplate (2WZP)

RNase H2 (3P5J) SAGA DUB module (3MHH) RNA polymerase II (1I6H)

C

Figure 3
Diversity of heteromeric quaternary structure. (a) Paralogous heteromers, in which all subunits are paralogs, arising from gene
duplication events. (b) Symmetric heteromers, in which the different subunit types are not all paralogous. (c) Mixed-symmetry
heteromers, in which different symmetry groups are combined within a single complex. (d ) Asymmetric heteromers, with no global or
local symmetry. In the graph representations of quaternary structure, different-colored nodes indicate different types of subunits,
whereas subunits from the same complex with different colors but the same shape are paralogous. Protein Data Bank (PDB) identifiers
are in parentheses. Abbreviation: PAN, proteasome-activating nucleotidase.
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Other heteromers adopt overall symmetric structures using nonparalogous subunits
(Figure 3b). For example, tryptophan synthase has two different subunits, each repeated twice
with C2 symmetry, whereas formate dehydrogenase N has three different subunits, each repeated
three times with C3 symmetry. Some complexes contain a mix of paralogous and nonparalogous
subunits, as in the complex formed between the proteasome and the proteasome-activating nu-
cleotidase (PAN) assembly, wherein the α- and β-subunits of the proteasome are similar to one
another, but not to PAN. Each of the three subunit types is repeated 14 times, yielding an overall
D7 symmetry.

Some heteromers mix different elements of symmetry (Figure 3c). Often, this mixing involves
uneven subunit stoichiometry, in which there are different numbers of each type of subunit. For
example, ATP synthase has a membrane-embedded region with C11 symmetry, which is connected
via an asymmetric stalk to a hexamer formed from two paralogous subunits with C3 (pseudo-C6)
symmetry. Similarly, the lactococcal phage p2 baseplate structure has a trimer with C3 symmetry
at its core, situated below a hexamer with C6 symmetry. Moreover, there are six elements of local
C3 symmetry.

Finally, some heteromers have no symmetry at all (Figure 3d ). For example, RNase H2
has three distinct, asymmetrically arranged subunits, and the SAGA DUB module has four. RNA
polymerase II is much more complex, with 10 different subunits, although two paralogous subunits
in the core provide a degree of pseudosymmetry.

PROTEIN COMPLEX ASSEMBLY AND DYNAMICS

Flexibility, Disorder, and Conformational Changes Upon
Protein–Protein Interaction

At the simplest level, protein complex assembly involves binary interactions between pairs of
polypeptide chains. An important issue when considering these interactions is the extent of con-
formational changes that occur between the free and bound states. Interestingly, the strongest
determinant of conformational change appears to be the intrinsic flexibility of the free state
(24–28). Although there are exceptions, in general the more flexible a protein is as a monomer,
the larger the conformational differences that will tend to be observed upon binding (29).

Unfortunately for those interested in protein flexibility and dynamics, the available structural
information on monomeric proteins is heavily biased toward rigid proteins, because increasing
flexibility tends to correspond with increasing difficulty of crystallization and lower-resolution
crystal structures (30, 31). In fact, careful examination suggests that many of the crystal structures
of apparently flexible proteins are the result of quaternary structure assignment errors, which are
likely to be homomeric in solution (31, 32).

For these reasons, when considering the interactions of proteins that have had crystal struc-
tures determined in their monomeric states, the conformational changes that occur upon complex
formation are usually quite minor (33). For some binary interactions involving two highly rigid pro-
teins, there are hardly any conformational changes. For example, the interaction between cationic
trypsin and buckwheat trypsin inhibitor (Figure 4a) (34) reveals essentially no conformational
differences between the free and bound states.

Despite the bias toward rigid proteins, many flexible proteins have still been crystallized in
their free states. For example, cyclin-dependent kinase inhibitor 2 is moderately flexible (35) and
undergoes substantial conformational rearrangements upon binding to cyclin A (Figure 4b) (36).

An important class of protein interactions involves intrinsically disordered proteins. These
proteins, which are quite common in eukaryotes, tend to be partially or completely disordered in
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Figure 4
Protein flexibility and conformational changes upon binding. (a) Rigid binding between cationic trypsin and
buckwheat trypsin inhibitor, where essentially no conformational changes occur in either subunit.
(b) Flexible binding between cyclin A and CDK2, where CDK2 is moderately flexible in its unbound state
and undergoes moderate conformational changes upon binding. (c) Disordered binding between protein
phosphatase 1 (PP1) and the PP1-binding domain of spinophilin, where spinophilin is intrinsically
disordered in its unbound state but undergoes a major folding transition upon binding. The Protein Data
Bank (PDB) identifiers of the crystal structures depicted are 2A7H, 3RDY, 3RDZ, 2R3I, 1VIN, 2CCH, and
3EGG. No structure of unbound PP1 is available, so the bound-state structure is used. The ensemble model
of spinophilin was generated from nuclear magnetic resonance and dynamic light-scattering
measurements (40).

isolation when studied in vitro (37). Interestingly, however, many intrinsically disordered proteins
form highly ordered structures within the context of a protein complex (38, 39). For example, a
large region of spinophilin is intrinsically disordered. Although this intrinsic disorder prevents it
from being crystallized, an ensemble model illustrating its extreme conformational heterogeneity
(Figure 4c) could be built by combining various NMR and dynamic light-scattering measure-
ments (40, 41). However, upon interaction with protein phosphatase 1, this region of spinophilin
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undergoes a huge disorder-to-order transition and folds completely, thereby allowing a crystal
structure of the complex to be determined (42).

Ordered Assembly of Protein Complexes

In any complex composed of more than two subunits, assembly is necessarily more complex
than a simple binary interaction. A useful analogy can be drawn from Levinthal’s commonly
stated folding paradox, whereby we can posit that protein complex assembly is likely to occur via
an energetically favorable, ordered pathway, as the odds of all subunits simultaneously coming
together in the correct orientation to form the fully assembled complex would be infinitesimally
small. Therefore, the question that remains is essentially whether protein complexes assemble via
a single pathway, or whether multiple parallel pathways are possible, similar to what has been
proposed for protein folding (43).

Our ability to characterize protein assembly pathways has been greatly aided by the develop-
ment of electrospray mass spectrometry techniques, which can be used to probe the identities of
the different subcomplexes formed during solution-phase assembly and disassembly (44). These
techniques can be complemented with ion mobility mass spectrometry, which allows structurally
distinct intermediates with equivalent masses to be distinguished (45), and collision-induced dis-
sociation, in which gas-phase disassembly pathways can be observed (46).

When electrospray mass spectrometry experiments were applied to a series of homomers, nearly
all of the dihedral or tetrahedral complexes were observed to disassemble via a single subcomplex
intermediate: either dimeric or cyclic (47). In contrast, no intermediates of cyclic complexes were
observed. This result provided great insight into the assembly of protein complexes, suggesting
that most homomers assemble via a single dominant pathway and that only very limited routes of
assembly are possible, proceeding via intermediates with closed dimeric or cyclic symmetries (47).

For example, a monomer can assemble into a dimeric (Figure 5a) or cyclic (e.g., C3) (Figure 5b)
complex. Of course, as noted above, it is unlikely that a cyclic ring could instantaneously be formed
from free monomeric subunits in a single step. Therefore, there are almost certainly transiently
populated asymmetric assembly intermediates. However, the symmetric intermediates appear to
be much more energetically favorable, and can therefore be detected experimentally.

A C2 dimer can further dimerize to form a tetrameric D2 complex (Figure 5c) or trimerize to
form a D3 hexamer (Figure 5d ). A C3 complex can dimerize to form a D3 hexamer (Figure 5e)
or tetramerize to form a tetrahedral complex (Figure 5f ).

When heteromers have been characterized by electrospray mass spectrometry, a simi-
larly strong tendency to detect intermediate subcomplexes has been observed, with a single
(dis)assembly pathway in most cases (48, 49). However, there are interesting differences from
the homomers. First, asymmetric subcomplexes are fairly common, suggesting that some of them
are of comparable energetic favorability to the symmetric intermediates, at least in comparison to
the hypothetical asymmetric homomeric intermediates. Second, evidence of parallel (dis)assembly
has been observed, particularly for two large urease complexes with fairly complex topologies (49).
Although the number of complexes studied thus far is limited, evidence to date suggests that sim-
pler complexes may generally assemble via single pathways, whereas complexes with more com-
plicated multisubunit topologies may be more likely to have multiple pathways. This hypothesis
is consistent with the parallel pathways that have been observed for ribosome assembly (50).

An interesting observation concerning both homomeric and heteromeric assembly pathways is
that one can accurately predict them if the three-dimensional structure of the complex is known (47,
49). Essentially, by assuming a correspondence between intersubunit interface size and dissociation
energy, one can obtain remarkably good agreement between experiment and prediction. Although

www.annualreviews.org • Quaternary Structure of Proteins 561



BI84CH20-Marsh ARI 24 April 2015 10:12

g  +1C1

D2 D3

C3

T

C2

C1 C1

C2

D2

h  +1

i  x2

j  x2

a  x2

c  x2 d  x3
f  x4e  x2

b  x3

Figure 5
Multiple pathways of quaternary structure assembly and evolution. Protein complexes can assemble and
evolve through changes in self-assembly state (a–f, i, j) or through the gain of new subunits ( g,h).

the success of this approach might appear to contradict the generally low correlation between
interface size and strength (51), it appears that within the context of disassembly of a single complex,
in which a limited set of discrete subcomplexes might be formed at each step, the correspondence
is strong enough to achieve accurate predictions (52).

Dynamic Protein Complexes

By analogy to the spectrum of flexibility observed for monomeric proteins, which ranges from
highly rigid to intrinsically disordered, protein complexes can also experience a variety of dynam-
ics within their complexed forms (29, 53–55). These dynamics are particularly obvious for the
various energy-dependent molecular machines, in which large coordinated motions of different
subunits are essential for carrying out a function (56). For example, ATP synthase (Figure 3c)
functions essentially as a rotary motor, wherein the movement of protons through the membrane-
bound region drives the rotation of the stalk, which induces conformational changes in the
β-subunits that drive ATP synthesis (57). In the thermosome (Figure 3a), ATP hydrolysis drives
conformational changes that facilitate substrate protein binding, folding, and release (58). Finally,
RNA polymerase II (Figure 3d ) undergoes large structural rearrangements during transcription
initiation and elongation (59, 60).

In addition to energy-dependent conformational changes, many proteins remain quite dynamic
within their complexed forms. Previously, it was difficult to study these dynamics directly, as
protein NMR becomes far more difficult as the mass of the protein or protein complex of interest
increases. However, the development of methyl-TROSY (transverse relaxation optimized spec-
troscopy) NMR techniques has recently made the direct characterization of dynamic complexes
far more accessible (61). For example, the archaeal proteasome (shown in complex with the ac-
tivator PAN in Figure 3b) undergoes substantial equilibrium fluctuations within its α-subunits
between distinct open and closed conformations on a timescale of seconds, which seems important
for controlling access to the proteolytic chamber (62–64). Similarly, slow motions were observed
in the core of the archaeal exosome that appear to correlate with binding to the exosomal cap and
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with RNA (65). Note that the archaeal homologs of eukaryotic complexes are commonly used for
these studies because they often contain more repeated subunits (as opposed to the paralogous
subunits often observed in eukaryotes), and this symmetry provides a significant advantage in
NMR experiments due to increased signal strength and spectral simplicity.

At the extreme end of the dynamics spectrum are those proteins that remain highly dynamic
or even partially disordered within the context of a complex. These can be considered similar to
the intrinsically disordered proteins (53), and have sometimes been referred to as fuzzy complexes
(54). Although an early report of disorder within a homomeric complex was later found to arise
from experimental artefacts (66), several highly dynamic heteromers have since been reported.
The development of ensemble modeling strategies combining various types of experimental mea-
surements such as NMR and small-angle X-ray scattering has allowed detailed structural models
of some of these complexes to be generated (40, 67, 68). For example, Figure 6 shows an ensemble
model of a complex formed between the regulatory (R) region of cystic fibrosis transmembrane
conductance regulator (CFTR) and 14-3-3β (69). Rather than binding solely by use of a single part
of the R region, which is intrinsically disordered in isolation (70), 14-3-3β dynamically interacts
with eight different sites that are individually weak. Because seven of these eight sites are phos-
phorylated, this dynamic binding mechanism permits a graded response to phosphorylation (69).

In addition to the dynamics that can occur within a protein complex, quaternary structure
topologies themselves can be intrinsically dynamic. For instance, many complexes exist in equilib-
rium between two or more different self-assembly states (e.g., monomer–dimer or dimer–tetramer)
(71–73). A particularly striking example is the small heat-shock protein αB-crystallin, which self-
assembles into a variety of interconverting quaternary structures, ranging from roughly 10 to 40
subunits (74–76).

EVOLUTION OF QUATERNARY STRUCTURE

Evolutionary Changes in Self-Assembly State

As discussed above, proteins can assemble into complexes with a wide variety of homomeric and
heteromeric quaternary structure arrangements. There is considerable interest in understanding
how these different types of quaternary structures can evolve. When considering homomers, a
major question is whether a given complex evolved via a precursor, either monomeric or with
different homomeric quaternary structure.

One way to trace the evolutionary history of a homomeric complex is to search for homolo-
gous proteins with differing quaternary structures (47, 77). For proteins with sequence identities
greater than 90%, quaternary structure is nearly always conserved, whereas there is increasing di-
vergence with lower sequence identity. For example, in proteins with 30–40% sequence identity,
the likelihood of quaternary structure being conserved is approximately 70% (47).

Searching for homologous proteins of known structure on a large scale allowed the putative evo-
lutionary transitions involving hundreds of homomers to be identified (47). Interestingly, a strong
correspondence between evolutionary pathway and homomer symmetry has been observed. It
appears that evolutionary steps that correspond to the same symmetric transitions observed for
self-assembly (e.g., as shown in Figure 5) are strongly preferred. In other words, a monomer can
evolve into a dimeric C2 or cyclic Cn(n>2) complex (Figure 5a,b), and a dimeric C2 complex can
evolve into a dihedral Dn complex of varying size; but a cyclic complex can only dimerize to form
a dihedral complex (excluding the rare transitions to cubic symmetries). Furthermore, nearly all
of the putative evolutionary transitions corresponded perfectly with the assembly pathways that
were either experimentally determined or predicted from the sizes of intersubunit interfaces (47).
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Figure 6
Ensemble model of the dynamic complex between the cystic fibrosis transmembrane conductance regulator (CFTR) regulatory region
(R region), from the N terminus (blue) to the C terminus (red ), and 14-3-3β homodimer ( gray), as previously calculated (69). The
14-3-3β structure undergoes only very small conformational changes between the different ensemble members. All ensemble members
are shown in the same orientation. The R region remains highly disordered in complex, undergoing only very local ordering around its
binding sites.

In other words, the more ancient interfaces of homomeric complexes tend to be larger than more
recently formed interfaces (78, 79). Thus, the energetically favorable subcomplexes formed in so-
lution during assembly have a very strong tendency to correlate with evolutionary precursors (52).

A few different mechanisms have been identified by which proteins can vary their self-assembly
state. Quaternary structure can change due to simple point mutations, which either can be located
directly in an intersubunit interface or exert an indirect, allosteric effect by being located away from
any interface (77, 80, 81). Sometimes these mutations cause a monomer to exchange an element of
its internal tertiary structure with another copy of itself, thus forming a “domain-swapped” dimer
(82). Overall, this type of domain swapping has been observed in 5% of protein families (83),
whereas 24% of homomers have been identified as having intertwined structures, which include
domain swapping as well as exchange of shorter segments (84). Finally, quaternary structure can
also be modulated by insertions and deletions, particularly at the interface region (85–88).

Evolutionary Gain and Loss of Protein Complex Subunits

In addition to changes in self-assembly state, protein complex evolution can occur through the
gain and loss of subunits. A very common mechanism for acquiring new subunits involves gene
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Figure 7
Two mechanisms for heteromer evolution. (a) Duplication of a gene encoding a protein that assembles into a
homomeric complex can lead to a paralogous heteromer. Multiple duplication events can occur so that all
subunits become distinct paralogs. (b) Gene fusion can result in permanent, covalent association between two
previously separate subunits of the same complex. The reverse process of gene fission can also occur,
although this is less common.

duplication events (89–93). If a gene encoding a protein that self-assembles into a homomeric
complex is duplicated, initially the two identical genes will still form the same complex, consisting
of mixtures of identical molecules from both genes. However, as the two genes diverge in sequence
and become paralogs, the two slightly different proteins will then be able to assemble into paral-
ogous heteromers containing the products of both genes. Should mutations occur that increase
the energetic favorability of the heteromer relative to the homomers, then eventually the complex
could become exclusively heteromeric. This phenomenon is particularly evident in eukaryotic
complexes, in which multiple gene duplication events often occur, resulting in several paralogs of
a single protein. This process can cause each subunit of a cyclic ring (or half a dihedral complex) to
be encoded by a separate gene. For example, the eukaryotic forms of the archaeal thermosome and
proteasome shown in Figure 3 are encoded by 8 and 14 paralogous genes, respectively. Figure 7a
illustrates the process of gene duplication leading to the evolution of a paralogous heteromer.

Although paralogous heteromers are fairly common, most heteromers in bacteria, archaea, and
eukaryotes are not composed entirely of paralogous subunits (21). For these complexes, it is likely
that new subunits were generally acquired sequentially, over the course of evolution, as the likeli-
hood of multiple new subunits simultaneously being able to assemble into a heteromeric complex
seems low. Inferring evolutionary gain of subunits by comparing different protein structures, as
was done for homomer evolution (47), is challenging given the nature of protein structural data.
The presence of a specific subunit in a given complex, but not in a homologous complex in a
different species, does not necessarily indicate a genuine evolutionary difference. Instead, it often
reflects the experimenter’s choice of proteins that are amenable to being structurally characterized
together.

Sequence data are much more abundant than structure data, so by comparing the genes present
in different organisms of varying evolutionary relatedness, one can reconstruct some aspects of the
stepwise evolution (94, 95). For example, a detailed study of NADH–ubiquinone oxidoreductase
(Complex I) attempted to trace its evolution from bacteria, in which it has 14 distinct subunits,
to the mitochondria of mammals, in which it has 46 (94). The authors of this study were able to
date the likely relative evolutionary ages of different subunits of the mammalian complex and to
track six subunits back to the bacterial ancestor of the mitochondria that were subsequently lost in
bacteria. Interestingly, all of the new subunits appear to have been acquired in a stepwise manner,
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in contrast with the early evolution of the complex, in which separate heteromers appear to have
been combined to form a chimera (96, 97).

A similar comparative genomic approach was used to identify the evolutionarily older and
newer subunits of human complexes (21). Strikingly, there was a very strong tendency for the
evolutionarily more recent subunits of a given complex to be more flexible than the evolutionarily
more ancient subunits. The reason appears to be that greater intrinsic flexibility of subunits greatly
facilitates the assembly of heteromeric complexes with more distinct subunits. In other words, the
more distinct subunit types there are within a complex, the more flexible those subunits will tend
to be (21). Thus, as new subunits are sequentially added to a complex in evolution, they will need
to be more flexible than existing subunits. This research suggests that the relative flexibilities of
the different subunits of a heteromer, as can be assessed from the complex structure (28, 29, 31),
may be useful in future evolutionary reconstructions.

Closely related to the issue of heteromer evolution is how strongly protein interactions are
conserved across different species. The results of several studies based upon high-throughput ex-
periments have suggested that protein interactomes have surprisingly weak overall conservation
(98–103). Some of these results are undoubtedly due to the abundance of false positives and non-
functional interactions detected in proteomic experiments (4). Interestingly, when membership
in a protein complex is accounted for, the tendency for interactions to be conserved appears to
be much higher. In particular, when considering pairs of human proteins that interact within the
same complex, 90% appear to copurify together in yeast, when orthologs of both human proteins
are present (104).

Finally, the quaternary structure of a complex can change through the evolutionary process
of gene fusion, in which two previously separate genes fuse into one open reading frame. Gene
fusion has been studied extensively as a mechanism for the evolution of multidomain proteins
(105–108). Interestingly, gene fusion commonly involves pairs of genes encoding subunits of the
same protein complex (109, 110). Thus, fusion provides a mechanism by which the number of
distinct subunits within a complex can be reduced without disrupting the overall structure or
assembly of the complex (20, 49, 78). Figure 7b shows the process of gene fusion within a protein
complex. The reverse process of gene fission, in which a single gene splits into two, can also occur
as a mechanism for subunit gain, although it is much less common than fusion (111, 112).

Adaptive and Nonadaptive Drivers of Quaternary Structure Evolution

Why have proteins evolved to assemble into complexes? For heteromers, the potential functional
benefits are obvious; they include the bringing together of distinct functions on different polypep-
tide chains and the tremendous regulatory potential afforded by doing so. It is also generally easier
to assemble a heteromeric complex from multiple smaller subunits than it is to fold a very large
protein containing all of the subunits covalently fused together (14).

Numerous functional benefits associated with homomerization have also been postulated,
which could have led to strong positive selection for proteins that self-assemble. These func-
tional advantages have been reviewed elsewhere (14, 20), but we briefly list some here:

1. The clearest link between function and self-assembly is when the interfaces formed between
identical subunits participate directly in protein function. For example, active sites (113,
114) and ligand-binding sites (115) can be formed at homomeric interfaces. Moreover,
ligand binding can sometimes induce self-assembly (116).

2. Allostery is commonly associated with homomeric complexes and provides a simple
mechanism for achieving cooperative function. Although allostery is possible in monomeric
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proteins (117), the earliest models of allostery involved symmetric homomers (118, 119),
and numerous examples have been identified. A strong association between self-assembly
and allosteric regulation has been continuously observed, particularly in complexes with
dihedral symmetry (14).

3. Large structures are often required for morphological purposes within the cell. Assembling
a large homomeric complex from multiple copies of a small protein subunit may sometimes
be simpler than using a single, much larger protein. Because the smaller protein is encoded
using less genetic material, this may represent a form of coding economy (120).

4. Stability has often been proposed as a benefit of self-assembly. In particular, a large homomer
has a much smaller surface-to-volume ratio than that of free monomers, which may lead
to enhanced stability (14, 121). Exposing a smaller fraction of surface residues also has the
potential benefit of minimizing promiscuous interactions with other proteins (3, 122).

Although the advantages and sometimes necessity of protein self-assembly are often clear,
Lynch (123) cautioned that speculation on the functional benefits has often run ahead of the
evidence. He emphasized that in some cases, nonadaptive, stochastic processes may adequately
explain evolutionary variation in homomerization, so great care should be taken before ascribing
an adaptive purpose to protein self-assembly (123, 124). Furthermore, it seems that a strong
propensity for self-assembly may be an intrinsic property of proteins, due to the inherent energetic
favorability of symmetric, self-associating interfaces (125, 126). This idea is also consistent with
the commonly observed tendencies of proteins to crystallize (127) and aggregate (128).

The evolution of heteromers may also often be nonadaptive, especially for the paralogous het-
eromers discussed above, which have evolved from homomers via gene duplications followed by
divergence (Figure 7a). Essentially, this phenomenon may represent a unidirectional evolution-
ary “ratchet” (89, 129, 130). That is, after gene duplication, random neutral mutations begin to
accumulate with no effect on protein function. At first, a functional complex might be able to form
from a random sampling of the two closely related proteins. Eventually, mutations might occur
that disrupt the homomeric interactions, yet preserve a fully functional paralogous heteromer. At
this point, both paralogous genes are now necessary, and random mutations are unlikely to cause
reversion to a homomeric state. Such a paralogous heteromer is easy to form, yet the process is
extremely unlikely to be reversed. In fact, a recent study using ancestral gene resurrection provided
direct evidence for this model (131). Therefore, such nonadaptive processes might account for
the high proportion of such paralogous heteromers observed in eukaryotes.

It is also possible that nonadaptive factors could drive the evolution of nonparalogous het-
eromers. For instance, mildly deleterious mutations that disrupt the stability of individual proteins
could be tolerated in species with small population sizes in which negative selection is weak (132),
which in turn might lead to secondary selection for new interactions that rescue the stability of
the protein (133).

OUTLOOK

Our understanding of protein interactions and protein complexes has progressed dramatically,
yet there is still much that remains to be learned. In terms of quaternary structure, although
our coverage of homomeric complexes is very good, the number of heteromer structures is still
quite low. However, the number of new heteromeric structures per year is still increasing at a
fast rate. Thus, these existing experimental methods, as well as hybrid strategies integrating dif-
ferent experimental techniques (134, 135), are likely to play an important role in the elucidation
of heteromer quaternary structure space in years to come. There is also a strong need to develop
methods for modeling complexes with diverse quaternary structures. Considerable progress has
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been made in terms of modeling binary protein–protein interactions (136–139), and some re-
search has begun to model multiprotein assemblies (126, 140, 141). Further advances can be made
by combining these approaches with the principles of quaternary structure organization and by
integrating proteomic and lower-resolution structural data [e.g., chemical cross-linking provides
some structural constraints (142)]. Such research will be tremendously beneficial for increasing
our coverage of quaternary structure space without having to directly solve the structure of every
possible heteromeric complex.

Another critical aspect lies in improving our understanding of protein complexes within cells.
Advances in cryo–electron tomography are hugely exciting in this regard for the ability to char-
acterize proteins in situ (143). There is also great potential in trying to understand how assembly
occurs in vivo. The fact that in vitro assembly pathways have a strong tendency to be evolution-
arily conserved strongly suggests that similar pathways are often occurring within the cell (49).
However, many questions remain, such as the role of chaperones and the location within cells
where assembly occurs. For example, recent research has suggested that a large fraction of protein
complexes may assemble cotranslationally (144). The advancement of experimental techniques
for characterizing proteins in vivo combined with new computational methods will continue to
greatly improve our knowledge of protein complex biology in the near- to long-term future.

Finally, further study of protein complexes has potential medical and practical benefits in the
short to long term. For example, it is very interesting that disease-associated mutations tend to be
enriched in the interface regions between two subunits (145), whereas different mutations of the
same protein can cause different diseases if they disrupt interfaces with different binding partners
(146). Therefore, a better understanding of quaternary structure and assembly could improve
predictions of the phenotypic effects of mutations and the prioritization of potential causative
variants. Furthermore, understanding assembly could aid in the engineering of protein complexes
(147) or the development of new drugs to inhibit complex assembly (148) or induce disassembly
(149).

SUMMARY POINTS

1. Protein complexes can adopt a wide variety of homomeric and heteromeric quaternary
structures that can be characterized in detail using X-ray crystallography, NMR, and
EM.

2. Homomers are mostly symmetric, whereas heteromers can be symmetric, asymmetric or
a mixture of the two.

3. A variety of dynamics are integral to protein complexes, including conformational
changes and folding ranging from binding to ordered multistep assembly processes,
conformational variability within fully assembled complexes, and intrinsic fluctuations
between different quaternary structure states.

4. Quaternary structure can evolve in various ways, including through changes in self-
assembly state or through gain and loss of heteromeric subunits.

5. Both adaptive and nonadaptive factors appear to be important for the evolution of protein
complexes.
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FUTURE ISSUES

1. How similar are protein complex quaternary structure and assembly pathways observed
in vitro to what is actually occurring within the cell?

2. Can we better quantify how often proteins participate in weak interactions within the
cell and, furthermore, how often are they important for function?

3. Where does assembly occur within the cell, and how often does assembly occur cotrans-
lationally, that is, while at least one protein is still in the process of being translated?

4. Can we quantify the extent to which evolutionary changes in quaternary structure are
driven by adaptive versus nonadaptive influences?
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