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Abstract

Superconducting qubits are leading candidates in the race to build a quan-
tum computer capable of realizing computations beyond the reach of mod-
ern supercomputers. The superconducting qubit modality has been used to
demonstrate prototype algorithms in the noisy intermediate-scale quantum
(NISQ) technology era, in which non-error-corrected qubits are used to
implement quantum simulations and quantum algorithms. With the recent
demonstrations of multiple high-fidelity, two-qubit gates as well as oper-
ations on logical qubits in extensible superconducting qubit systems, this
modality also holds promise for the longer-term goal of building larger-
scale error-corrected quantum computers. In this brief review, we discuss
several of the recent experimental advances in qubit hardware, gate imple-
mentations, readout capabilities, early NISQ algorithm implementations,
and quantum error correction using superconducting qubits. Although con-
tinued work on many aspects of this technology is certainly necessary, the
pace of both conceptual and technical progress in recent years has been im-
pressive, and here we hope to convey the excitement stemming from this
progress.
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Transmon qubit:
a capacitively shunted
Cooper-pair box that
is largely insensitive to
charge, resulting in
improved
reproducibility and
coherence times

1. INTRODUCTION

The ability to control individual quantum degrees of freedom and their interactions unlocks the
capability to perform quantum coherent computation. This in turn imparts the possibility to per-
form certain computational tasks and quantum simulations that are outside the reach of mod-
ern supercomputers (1, 2). Superconducting qubits—collective excitations in superconducting
circuits—are currently one of the leading approaches for realizing quantum logic elements and
quantum coherent interactions with sufficiently high controllability and low noise to be a viable
candidate for implementing medium- and large-scale quantum computation.

In 2014, the first controlled qubit–qubit interaction with fidelities greater than 0.99 in multi-
qubit systems was demonstrated (3) with the transmon qubit (4) variant of superconducting qubits,
and since then, multiple controlled two-qubit interactions have been demonstrated with similarly
high fidelities (see, e.g., 5, 6). Even though the two-qubit gate fidelity in multiqubit systems is
a limited metric for evaluating the maturity of a quantum computing technology, it implies a
high degree of control of all aspects of the quantum processor and indicates the state of play:
Superconducting qubits are well positioned to be a platform for demonstrating interesting noisy
intermediate-scale quantum (NISQ) computing (7) protocols outside the reach of classical com-
puters and first realizations of operations on multiple logical error-corrected qubits (8, 9).

In Figure 1, we show two major tracks being pursued in parallel in the community. The left
track (see, e.g., 9, 10) shows the progression toward building a fault-tolerant quantum computer,
capable of running an arbitrarily long computation, to arbitrary precision. Since 2012–2013, the
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Figure 1

Path toward fault-tolerant, quantum error–corrected quantum computers (left) as well as NISQ computing (right) using
superconducting qubits. The left track follows the path toward quantum computers capable of performing arbitrarily long programs to
arbitrary precision, based on logical (i.e., encoded and error-corrected) qubits. The right track is the NISQ approach (see Reference 7),
where highly optimized quantum algorithms and quantum simulations, which typically take into account details of the quantum
processor, can be executed without generalized quantum error correction procedures. The two tracks are pursued in parallel in many
academic, government, and industrial laboratories. Abbreviation: NISQ, noisy intermediate-scale quantum.
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Logical qubit:
a redundantly encoded
qubit in which
quantum errors can be
identified and
corrected without
corrupting the
encoded qubit

field has climbed this ladder, including the recent demonstration of a logical qubit with a lifetime
longer than any of the underlying constituent elements (11), operations on single logical qubits
(12), as well as logical operations between two encoded (but not yet error-corrected) qubits (13).

Although the architectures based purely on the transmon qubit (see Section 2.1) have not yet
demonstrated logical states with longer lifetimes than their constituent physical states, multiqubit
systems with on the order of 10–20 qubits have been demonstrated (14–18), and even larger sys-
tems with 50–100 qubits are under current development (19–22). Such processors are eminently
suitable for the NISQ era approach, where the aim is to perform quantum algorithms and quan-
tum simulations that achieve quantum advantage in the absence of full quantum error correction.
Such NISQ era demonstrations utilize highly tailored quantum programs that take into account
detailed knowledge of a given quantum processor, some of which we have shown in the right
track of Figure 1. These (and more) details need to be combined judiciously to ultimately demon-
strate nontrivial physics (i.e., quantum simulations) or calculations (i.e., quantum algorithms) in
the NISQ approach. The full toolbox of the NISQ era is an area under active development, and
the ultimate reach of this approach is not yet known. Prominent among theNISQ demonstrations
is the recent result of demonstrating a clear quantum advantage (nicknamed quantum supremacy;
23),where a computation is performed significantly faster on a quantum computer than the largest,
classical supercomputers (17, 110).

In this review, we do not aspire to give a complete, chronological review of the entire field
of superconducting qubits and their broad applicability for implementing circuit quantum elec-
trodynamics (cQED) or as a platform for studying fundamental physics. Interested readers may
consult any of the already existing excellent reviews (some of which can be found in, e.g., Ref-
erences 24–32). Instead, we focus on highlights from each of the blocks in Figure 1 that have
brought the field to its current exciting state. In Section 2, we review progress toward improving
qubit coherence (Section 2.1), improved native gate fidelities (Section 2.2), improvements to read-
out (Section 2.3), and developments in using resonators to act as quantummemories (Section 2.4).
In Section 3, we review early NISQ-style demonstrations using superconducting qubits, including
quantum supremacy (Section 3.1), quantum simulation (Section 3.2), digital quantum algorithms
(Section 3.3), and quantum annealing (Section 3.4). In Section 4, we briefly introduce the frame-
work of quantum error correction and review progress in experiments using parity readout, often
used in the context of realizing subsections of the surface code (Section 4.1), as well as experiments
toward demonstrating fault tolerance (Section 4.2) and operations on logical qubits encoded in
resonator states (Section 4.3). Finally, in Section 5, we provide an outlook on the developments
from the preceding sections, and discuss some of the near-term challenges related to moving to
larger quantum processors based on the superconducting qubit modality.

2. THE HARDWARE OF SUPERCONDUCTING QUBITS

Superconducting circuits are manufactured using a multistep additive and subtractive fabrication
process involving lithographic patterning, metal deposition, etching, and controlled oxidation
of thin, two-dimensional films of a superconductor such as aluminum or niobium. Circuits are
fabricated on silicon or sapphire substrates, leveraging techniques and materials compatible with
silicon CMOS manufacturing. Devices are placed inside a copper or aluminum package that
provides an engineered electromagnetic environment with requisite signal lines and is thermally
anchored to the ≈10-mK stage of a dilution refrigerator. The toolbox of superconducting circuits
comprises resonators and bias lines, in addition to the qubits themselves. The properties of these
building blocks can be engineered by varying circuit parameters and interconnected with tailored
couplings.
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Josephson junction:
two superconducting
electrodes that are
separated by a thin
insulating barrier,
allowing for the
coherent tunneling of
Cooper pairs
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Figure 2

(a) The energy spectrum of a quantum harmonic oscillator. (b) The energy spectrum of the transmon qubit, showing how the
introduction of the nonlinear Josephson junction produces nonequidistant energy levels. (c) Evolution of lifetimes and coherence times
in superconducting qubits. Bold font indicates the first demonstration of a given modality. JJ-based qubits are qubits in which the
quantum information is encoded in the excitations of a superconducting circuit containing one or more Josephson junctions (see
Section 2.1). Bosonic-encoded qubits are qubits in which the quantum information is encoded in superpositions of multiphoton states
in a QHO, and a Josephson junction circuit mediates qubit operation and readout (see Section 2.4). Error-corrected qubits represent
qubit encodings in which a layer of active error correction has been implemented to increase the encoded qubit lifetime. The charge
qubit and transmon modalities are described in Section 2.1.1, the flux qubit and the capacitively shunted flux qubit (C-sh. flux qubit) are
described in Section 2.1.2, and fluxonium and gatemon modalities are described in Section 5. The codes underlying the cat encoding
and binomial encoding are discussed in Section 4.3. For encoded qubits, the non-error-corrected T1 and T2 times used in this figure are
for the encoded, but not error-corrected, version of the logical qubit (see References 11 and 12 for details). The data for the JJ-based
qubits are from (in chronological order) References 33–47, the semiconductor-JJ-based transmons (gatemons) are from
References 48–50, and the graphene-JJ-based transmon is from Reference 51. The bosonic-encoded qubits in chronological order are
from References 11, 12, and 52–54. Abbreviations: QHO, quantum harmonic oscillator; and 3D indicates a qubit embedded in a
three-dimensional cavity. Panels a and b adapted from Reference 31 with permission of AIP Publishing.

2.1. Devices Based on Superconducting Tunnel Junctions

The quantum harmonic oscillator (QHO) shown in Figure 2a is a resonant circuit comprising a
capacitor and an inductor with resonance frequency ωc = 1/

√
LC. For sufficiently low tempera-

ture (kBT � �ωc) and dissipation (level broadening much less than �ωc), the resulting harmonic
potential supports quantized energy levels spaced by �ωc. However, due to the equidistant level
spacing, the QHO by itself cannot be operated as a qubit.

To remedy this situation, the circuit potential is made anharmonic by introducing a nonlinear
inductor—the Josephson junction. The imparted anharmonicity leads to a nonequidistant spacing
of the energy levels, enabling one to uniquely address each transition (see Figure 2b). Typically,
the two lowest levels are used to define a qubit, with |0〉 corresponding to the ground state and
|1〉 corresponding to the excited state. Large anharmonicity is generally favorable to suppress
unwanted excitations to higher levels.

372 Kjaergaard et al.



CO11CH17_Kjaergaard ARjats.cls February 13, 2020 12:17

Flux qubit: qubit
modality based on
magnetic flux whose
states correspond to
clockwise and
counter-clockwise
currents flowing
around a loop
interrupted by
Josephson junctions

Cooper-pair box:
charge qubit whose
states correspond to
the presence or
absence of an
additional Cooper pair
on a superconducting
island

Superconducting
quantum
interference device
(SQUID): consists of
a superconducting
closed loop that is
interrupted by one
(rf-SQUID) or two
(dc-SQUID)
Josephson junctions

Beyond the simple circuit in Figure 2b, one may add additional inductors, capacitors, and
Josephson junctions to achieve certain design goals. The shape of the potential energy land-
scape and the nature of the encoding of the qubit states (charge, flux, etc.) depend on the relative
strengths of the energies associated with these various circuit elements, including the Josephson
energy EJ, the capacitive charging energy EC, and the inductive energy EL (9, 27, 30). Tuning
the underlying circuit parameters enables one to engineer and trade-off various qubit properties,
including transition frequency, anharmonicity, and sensitivity to various noise sources.

Contemporary superconducting circuits evolved from two fundamental types of qubits: one
based on electric charge and one based on magnetic flux. These initial modalities—charge qubits
and flux qubits, respectively—have been improved and generalized over the past 20 years to realize
the multiple types of superconducting qubits in use today (24, 28, 31).

2.1.1. Charge qubits and derivatives. The first temporal coherence in a superconducting cir-
cuit was observed in a charge qubit (also called a Cooper-pair box) (33). A charge qubit consists
of a small superconducting island connected to a large superconducting reservoir via a Josephson
junction. A capacitively coupled gate voltage controls the charge offset ng on the island, and it is
used to tune the qubit frequency. The circuit Hamiltonian is given by

Ĥ = 4EC

(
N̂ − ng

)2
− EJ cos φ̂, 1.

where N̂ denotes the number of excess Cooper pairs on the island, φ̂ is the 2π-periodic operator of
the phase difference across the Josephson junction, and the operators satisfy the commutation re-
lation [φ̂, N̂ ] = i. Charge qubits are designed in the regime EC ≥ EJ, such that the island charge is
a good quantum number. The bare qubit states are |N〉 and |N+ 1〉, corresponding to the absence
and presence of an additional Cooper pair on the island. The Josephson junction acts as a valve
for Cooper pairs and couples these states, opening an avoided crossing of size EJ at integer mul-
tiples of offset charge ng = 1/2. Although charge qubits have large anharmonicity α � ω12/2π −
ω01/2π > 10 GHz, their lifetimes and dephasing are strongly limited by environmental charge
noise (27). In addition, the small size of the island and Josephson junction leads to a strong suscepti-
bility to stray capacitance, local defects, and fabrication variation, leading to large device-to-device
variability.

To mitigate these issues, a large shunt capacitor was added to the charge qubit—a device nick-
named the transmon (4). The transmon is also described by Equation 1, but it is designed in the
regime EJ/EC � 50, resulting in an exponential reduction of its charge noise sensitivity and mak-
ing it effectively a charge-insensitive charge qubit (charge is no longer a good quantum number).
Adding a high-quality shunt capacitor has led to improved reproducibility and coherence times in
the range of 50 µs to 100µs (see Figure 2c).

The improved performance of the transmon comes at the expense of a reduced anharmonicity
to values of about −200 MHz (4), being only a few percent of the qubit-level spacing ωq/2π �

ω01/2π ∼ 5GHz.For single-junction transmons (seeFigure 2b), this frequency is set by the size of
the shunt capacitor and the critical current Ic of the Josephson junction, determined by design and
fabrication parameters such as materials choice, junction area, and insulator thickness. Replacing
the single Josephson junction by a superconducting loop with two junctions in parallel—a dc-
SQUID—enables one to tune the effective critical current of the Josephson junction (and hence
the qubit frequency) via a magnetic field applied to the dc-SQUID loop. The trade-off for this
additional control knob is that the qubit becomes susceptible to magnetic flux noise.

Transmon qubits can be coupled capacitively—either directly or as mediated by a resonator
“bus”—which, in the rotating frame of the transmon qubits, leads to a two-qubit interaction term

www.annualreviews.org • Superconducting Qubits 373
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Capacitively shunted
flux qubit: capacitively
shunted variant of the
persistent-current flux
qubit used for both
gate-model and
quantum annealing
circuits

of the form Ĥ int
cap = Jcap(σ̂ ixσ̂

j
x + σ̂ iy σ̂

j
y ).The physical coupling strength Jcap is related to the coupling

capacitance and, in the case of a resonator bus, the frequency detuning between the qubits and the
resonator. By introducing an additional coupler qubit or coupler SQUID, one can furthermore
tune the effective coupling strength (55, 56).

2.1.2. Flux qubits and derivatives. The superconducting qubit modality based on magnetic
flux underwent a similar evolution.With flux qubits, the bare qubit states are defined by circulat-
ing currents in a superconducting loop interrupted by a small Josephson junction in series with
either a linear inductor or several larger-area Josephson junctions. The small junction acts as a
valve for magnetic fluxons, allowing one to enter or leave the superconducting loop.The presence
or absence of this fluxon is accompanied by a clockwise or counterclockwise circulating current,
which serves to satisfy the flux quantization condition in concert with the Josephson junctions, the
linear inductances, and an externally applied magnetic field threading the loop. When biased at
half a flux quantum, the small junction couples and hybridizes these states with a strength related
to EJ, EC, and EL.

Within a two-level approximation, the flux qubit potential is approximated by two wells of
energy difference ϵ and coupling energy �, yielding an effective two-level Hamiltonian ĤTL =
ε(	z )σ̂z +�σ̂x (24, 25), with a qubit frequency �ωq = √

ε2 +�2, and 	z is the flux applied to the
flux qubit loop (typically denoted the z loop). By replacing the small Josephson junction with a
secondary dc-SQUID loop, the coupling � becomes flux-tunable, leading to the modified two-
level Hamiltonian Ĥ ′

TL = ε(	z,	x )σ̂z +�(	x )σ̂x, where 	x is the flux applied to the x loop. This
makes the flux qubit a spin-1/2 system with tunable z and x fields, a building block for quantum
annealing applications based on the transverse Ising Hamiltonian (32).

In the context of gate-model quantum computing, the persistent-current flux qubit (57, 58) was
the most successful of the early flux qubits, featuring a small junction (the valve) in series with two
or three larger-area Josephson junctions (the series inductance). As with the transmon that later
followed, this qubit operates in the regime EJ � EC and is largely charge-insensitive. In addition,
it featured a large anharmonicity with moderately high coherence times (37), including the first
superconducting qubit demonstrating coherence exceeding 10µs (Figure 2c) and reaching as high
as 23µs (40). However, like the charge qubit, its major limitation was a lack of device-to-device
reproducibility.

To improve the flux qubit, a large shunt capacitance was again added (46, 59, 60). The resulting
capacitively shunted flux qubit featured improved reproducibility at the expense of qubit anhar-
monicity, in this case to around 500 MHz. It also reduced the circulating current, resulting in
reduced sensitivity to flux noise and leading to coherence times in the range of 50 µs to 100 µs
(see Figure 2c).

Flux qubits generally are coupled inductively to each other, resulting in an interaction term of
the form Ĥ int

ind = Jindσ̂ izσ̂
j
z . The coupling strength Jind can be tuned by the magnetic flux applied to

an additional inductive coupling element (61, 62), with the potential to implement noise-resilient
two-qubit gates (63).

2.1.3. Qubit modalities: The current state of play. The transmon is currently the most
widely used qubit for gate-based quantum computation, and it has been used to demonstrate
multiple high-fidelity logical operations, quantum simulations, digital algorithms, and the first
demonstration of quantum supremacy (see Sections 2.2, 3.1, 3.2, and 3.3). In turn, due to the
structure of their Hamiltonians, the persistent-current and rf-SQUID flux qubits are currently
the predominant platforms being used for quantum annealing (see Section 3.4), including the
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I, Q: I(t) and Q(t) are
the in-phase and
quadrature
components of the
amplitude of a
microwave drive,
respectively

Interleaved Clifford
randomized
benchmarking:
a technique for
assessing the average
fidelity of a quantum
gate

commercial D-Wave system (64).With the advent of capacitively shunted flux qubits, this modal-
ity now also supports high reproducibility, long coherence times, and moderate anharmonicity
levels. Combined with the tunability of its Hamiltonian, this qubit offers a potential alternative
platform for Hamiltonian emulation, gate-based quantum computing, and quantum annealing.

Today, a generalized superconducting qubit framework is emerging, featuring a capacitively
shunted small junction in series with N larger-area Josephson junctions (or an inductive shunt).
The transmon is an early example of this evolution, as is the capacitively shunted flux qubit. An-
other example is the fluxonium qubit (39) (see also Section 5), which has been demonstrated with
coherence times exceeding 100 µs (44, 47) at the expense of increased complexity in the number
of Josephson junctions.

2.2. Gate Operations in Superconducting Qubits

The predominant technique for implementing single-qubit operations is via microwave irradi-
ation of the superconducting circuit. Electromagnetic coupling to the qubit with microwaves at
the qubit transition frequency drives Rabi oscillations in the computational subspace. Control of
the phase and amplitude of the drive is then used to implement rotations about an arbitrary axis
in the x-y plane. Within the rotating wave approximation, a microwave drive resonant with the
qubit frequency gives rise to the Hamiltonian Ĥdrive = 


[
I(t )σ̂x + Q(t )σ̂y

]
, where I(t) (Q(t)) is the

envelope function of the in-phase (quadrature) component of the microwave signal and 
 is
the Rabi frequency as experienced by the qubit. However, due to the typically low anharmonicity
of the transmon qubit, higher-order levels are easily populated, leading to leakage and dephasing
effects. To counteract this, the derivative removal by adiabatic gate (DRAG) technique is typically
used to enable fast gates without leakage into higher-level states (65), and single-qubit gates
are now routinely implemented with fidelities �0.99 (e.g., References 3 and 66–69), typically
measured using interleaved Clifford randomized benchmarking (70). z-Axis rotations are typically
performed in a virtual manner, in which the phase of the qubit drives are shifted, effectively
producing a z rotation (71).

Although the implementation of single-qubit gates is now mostly uniform across the commu-
nity, many different two-qubit gates have been demonstrated, and several of those have reached
fidelities >0.99. The two-qubit gates can be roughly split into three categories. One class uses
tunable transmon qubits whose frequencies can be modulated by applying magnetic flux through
a dc-SQUID loop that tunes the effective critical current of the Josephson junction. Several high-
fidelity, two-qubit gates can be implemented by tuning certain energy levels of the tunable trans-
mon qubits close to resonance (3, 55, 72–74; see details in Table 1). The second class uses fixed-
frequency qubits that are manipulated by microwave irradiation, typically driving one qubit at the
frequency of a second qubit, to enact high-fidelity entangling gates (75–78). The third class re-
lies on parametrically driving a coupling element (or the qubits themselves) to induce a tunable
coupling between the qubits. Such operations are referred to as parametrically driven, and two
high-fidelity two-qubit gates have recently been demonstrated using such parametrically driven
interactions (6, 79, 80).One commonality among all these gates is that they generate entanglement
in the system via conditional rotations or transitions, such that the state and/or the phase of one
qubit becomes dependent on that of the other.The class that uses tunable qubits has increased sen-
sitivity to flux noise, but gates can be implemented more quickly. Conversely, the fixed-frequency
devices typically have longer lifetimes but also require longer gate operation times.Table 1 shows
the current state-of-the-art fidelities of the two-qubit gates demonstrated to date. The continued
development of novel gate designs and fidelity improvement in current designs are highly active
areas of research.
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Purcell effect: Qubit
decay into a nearby
oscillator mode; in the
absence of a Purcell
filter, �p ≈ (g/�)2κ

Table 1 State-of-the-art high-fidelity, two-qubit gates in superconducting qubitsa

Acronymb Layoutc First demonstration [Year] Highest fidelity [Year] Gate time

CZ (ad.) T–T DiCarlo et al. (72) [2009]
99.4%e Barends et al. (3) [2014] 40 ns
99.7%e Kjaergaard et al. (73) [2020] 60 ns

√
iSWAP T–T Neeley et al. (81)d [2010] 90%g Dewes et al. (74) [2014] 31 ns

CR F–F Chow et al. (75)h [2011] 99.1%e Sheldon et al. (5) [2016] 160 ns
√
bSWAP F–F Poletto et al. (76) [2012] 86%g Poletto et al. (76) [2012] 800 ns

MAP F–F Chow et al. (77) [2013] 87.2%g Chow et al. (75) [2011] 510 ns
CZ (ad.) T–(T)–T Chen et al. (55) [2014] 99.0%e Chen et al. (55) [2014] 30 ns
RIP 3D F Paik et al. (78) [2016] 98.5%e Paik et al. (78) [2016] 413 ns
√
iSWAP F–(T)–F McKay et al. (79) [2016] 98.2%e McKay et al. (79) [2016] 183 ns

CZ (ad.) T–F Caldwell et al. (80) [2018] 99.2%e Hong et al. (6) [2019] 176 ns
CNOTL BEQ-BEQ Rosenblum et al. (13) [2018] ∼99%f Rosenblum et al. (13) [2018] 190 ns
CNOTT-L BEQ-BEQ Chou et al. (82) [2018] 79%g Chou et al. (82) [2018] 4.6 µs

aGates ordered by year of first demonstration. Gate time is for the highest-fidelity gate.
bFull names: CZ (ad.), adiabatic-controlled phase;

√
iSWAP, square root of the iSWAP; CR, cross-resonance;

√
bSWAP, square root of the Bell–Rabi

SWAP; MAP, microwave-activated phase; RIP, resonator-induced phase gate; CNOTL, logical CNOT; CNOTT-L, teleported logical CNOT.
cF, fixed frequency; T, tunable; 3D F, fixed-frequency transmon qubit in a three-dimensional cavity; BEQ, bosonic-encoded qubit (see Section 2.4). For all
nonbosonic-encoded qubit gates, the qubits were of the transmon variety (except for the first demonstration of

√
iSWAP, using phase qubits, and the first

demonstration of CR, which used capacitively shunted flux qubits). Terms in parentheses are a coupling element.
dImplemented with phase qubits.
eDetermined by interleaved randomized Clifford benchmarking (70).
fDetermined by repeated application of the gate to various input states and observing state fidelity decay as function of applied gates. See Reference 13 for
details.
gDetermined by quantum process tomography.
hImplemented with capacitively shunted flux qubits.

Gates implemented on flux-tunable qubits.
Gates implemented using only microwave symbols.
Combination of tunable and fixed-frequency components.
Gates on bosonic-encoded qubits.

2.3. Amplification and High-Fidelity Readout

An essential part of any superconducting quantum chip is fast and reliable readout of its qubit
states. For superconducting qubits, readout is typically done using dispersive readout, in which
each qubit is entangled with photons in a linear readout resonator with frequency ωr (83, 84).

In the dispersive regime, when the qubit-resonator detuning� = ωq − ωr is much larger than
their coupling rate g, no direct exchange of energy takes place between the two systems. Instead,
the qubit and resonator shift each others’ frequencies—proportional to their photon occupations,
g, and �—enabling the readout of the qubit state by probing the microwave response of the res-
onator. Depending on the state of the qubit, the readout resonance shifts by the dispersive shift χ .
For a two-level system,χ is given by g2/�, and for the transmon qubit χ is modified to g2

�

α

α+� (valid
in the transmon regime, where α = −Ec; see Reference 4). For efficient readout, the line width of
the resonator (κ) is designed to be similar to χ , typically in the range of a fewmegahertz. Although
an increased κ decreases the resonator ring-up time and thereby provides fast qubit-state readout,
the coherence time of the qubit is increasingly limited by spontaneous energy decay into the read-
out cavity mode, referred to as the Purcell effect (38). To mitigate this, the community is using
so-called Purcell filters, which essentially act as bandpass filters, that support strong interactions
between the resonator and an output line while protecting the qubit from energy decay (85).
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Dispersive readout requires relatively low photon numbers, which must be amplified with high
quantum efficiency in order to enable fast, high-fidelity single-shot readout for real-time quantum
feedback (86). This requirement has motivated the development of quantum-limited parametric
amplifiers (87–89) and detectors (90–93). Current state-of-the-art processors utilize frequency-
multiplexed readout circuits, reducing the hardware overhead by coupling several readout res-
onators to the same amplifier chain (3). The number of readout resonators that can be multiplexed
is often limited by the bandwidth and saturation power of the parametric amplifier—a limitation
that has motivated the development of stepped-impedance parametric amplifiers with increased
bandwidth (94, 95), as well as Josephson traveling wave parametric amplifiers, achieving both large
bandwidth and high saturation power (96).

2.4. Bosonic-Encoded Qubits

Bosonic-encoded qubits, or qubits encoded in the infinite-dimensional Hilbert space of a QHO,
are in some ways the inverse of the technology described to this point. The encoding is defined
by superpositions of multiphoton states in the QHO, whose modes obey bosonic statistics. The
QHO is typically realized by either an engineered electromagnetic mode in a 3Dmicrowave cavity
or a lithographically defined transmission line resonator on a 2D chip. In these qubit implemen-
tations, the QHO encodes a qubit and is coupled to a transmon that plays a supplementary role
in control and readout. The lack of individually addressable energy-level transitions in a QHO
makes qubit manipulation more difficult than that for transmons, but universal control is achieved
using microwave irradiation and manipulations of the coupled transmon (97). These encodings
are attractive because they take advantage of the long lifetimes of microwave cavities (98, 99) and
may enable hardware-efficient quantum error correction (QEC; 100). Significant recent effort has
led to demonstrations of resonator state manipulation (101, 102) and readout (54, 103) schemes,
which have been used to demonstrate fault-tolerantmeasurements, error detection and correction,
and active and passive QEC (see Section 4.3).

The bosonic encoding is implemented in superconducting hardware by coupling a long-lived
microwave resonator to a transmon qubit, which is additionally coupled to an auxiliary resonator
that is used to read out the state of the transmon qubit. For a bosonic mode coupled to a transmon
qubit with χ/κ � 1, the dispersive coupling imparts a well-resolved photon number–dependent
shift in the transmon frequency: ωq, n = ωq − nχ . This is known as the photon number–resolved
regime (104, 105). Photon state manipulations take two general forms: displacement operators
D̂(α) that coherently add or remove energy from a coherent state |α〉, and selective number-
dependent arbitrary phase (SNAP) operators Ŝ(�θ ) that adds an arbitrary phase to individual Fock
states. Krastanov et al. (97) showed that the combination of displacements and SNAP gates pro-
vides universal control over the resonator state.

Displacement operations are native to theQHOand are accomplished by applying amicrowave
drive to a weakly coupled port at the resonator frequency. SNAP operations, because they ad-
dress single energy levels within the QHO, require nonlinearity and are realized using the photon
number–resolved regime to entangle the transmon with the resonator and manipulate individual
Fock states. Applying a slow pulse to the transmon qubit at frequency ωq, n with τ pulse � 1/χ
ensures that the bandwidth of the pulse is smaller than the spacing between the various ωq, n. In
this case, the transmon qubit will be selectively pulsed if and only if the resonator is in Fock state
|n〉. The selective drive is then designed to impart a geometric phase to the resonator |n〉 state.
By applying superposed drives at multiple ωq, n, an arbitrary geometric phase is imparted to each
Fock state, thus implementing an arbitrary SNAP gate in a single step (101).

The dispersive interaction between the transmon qubit and the resonator also enables read-
out of the parity of the resonator state (103). Here, parity refers to the symmetry of the coherent
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superposition(s) in the resonator: For example, the states |α〉 ± |−α〉 have parity P = ±1. Parity
readout is particularly useful because the most common bosonic QEC codes use parity flips as
an error syndrome (see Section 4.3). The parity readout technique can further be used to recon-
struct the full Wigner function of the resonator state (106). Finally, fault-tolerant approaches to
resonator parity measurement have been proposed (107) and demonstrated (54).

3. EARLY NISQ-ERA DEMONSTRATIONS USING
SUPERCONDUCTING QUBITS

In this section, we discuss NISQ computing implementations, which operate on noisy quantum
hardware in the absence of quantum error correction. Recent demonstrations in this so-called
NISQ era seek to perform useful quantum computations while tolerating some system noise in
order to stretch limited (intermediate-scale) quantum resources to their maximum effect. NISQ
demonstrations are mostly at the proof-of-principle stage and, with one notable exception—
sampling solutions of a random circuit—generally have not outperformed a large classical com-
puter in wall-clock time or accuracy.However, a computational advantage seems in reach for many
of the experiments discussed below, by scaling up the number and quality of qubits on the chip
and, consequently, the problem size. Although the task of controlling enough qubits to perform
nontrivial demonstrations remains a major technological challenge, it is believed that on the order
of 50–70 qubits with sufficiently high fidelities can achieve this goal (108).

We organize this section into four branches of early NISQ-era implementations with soft bor-
ders: NISQ-Era Platforms and a Demonstration of Quantum Supremacy (Section 3.1) discusses
the recent report of quantum supremacy on a 53-qubit processor and the important role online
cloud-based quantum computers will play in advancing NISQ-era algorithms. Quantum Simula-
tions with Superconducting Circuits (Section 3.2) use a physical quantum system in order to study
another quantum system of interest.Whereas errors in the physical qubits decrease the simulation
fidelity,meaningful results can be extracted, e.g., if the timescale of interest is small compared with
the decay times of the participating qubits. In contrast, quantum algorithms or universal quantum
computations are digital gate–based approaches that harness the power of a quantum processor to
solve a problem that need not be quantum in nature (Section 3.3). Typically, the latter algorithms
are tailored to specific (potentially noisy) hardware in order to maximize the overall fidelity of
the computation. The fourth flavor is quantum annealing (Section 3.4), representing a potential
complementary approach to quantum computation.

3.1. NISQ-Era Platforms and a Demonstration of Quantum Supremacy

Developing commercializable NISQ-era algorithms will rely on access to quantum computers
of increasing complexity and quality. Cloud-based access to superconducting quantum systems
enables algorithm designers and others with expertise outside a traditional physics or quantum
hardware background to try ideas. The approach was pioneered at IBM with a 5-transmon qubit
device in 2016 (109). As of the writing of this review, such access is available from IBM, Rigetti
Computing, and D-Wave (see, respectively, https://www.ibm.com/quantum-computing/,
https://www.rigetti.com/qcs, and https://cloud.dwavesys.com/); Microsoft (https://azure.
microsoft.com/en-us/services/quantum/), Amazon (https://aws.amazon.com/braket/), and
Google have also announced plans to enable cloud access to their processors. Google recently
used a 53-qubit processor (named Sycamore) to report the first demonstration of quantum
computational supremacy (110), defined as solving a problem using a quantum computer signif-
icantly faster than the best-known algorithm on a classical computer (111). Sycamore comprises
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53 individually controllable transmon-type qubits and 86 couplers used to turn on/off nearest-
neighbor 2-qubit interactions. The calibrated single-qubit and 2-qubit gate fidelities fell in the
99–99.9% range when operating all qubits simultaneously. Google’s processor performed a task
related to random number generation: sampling the output of a pseudorandom quantum circuit.
The compatibility of this task with NISQ processors, along with the difficulty of simulating it
classically, made it a promising candidate for a first quantum supremacy demonstration. The
protocol is implemented by a sequence of operational cycles, each comprising randomly selected
single-qubit gates and prescribed two-qubit gates applied to each qubit in the processor. At 53
qubits and 20 cycles, Google showed that their processor could perform the sampling in 200
seconds, outpacing the world’s most powerful supercomputer by between three (112) and nine
(110) orders of magnitude, depending on the algorithm and hardware assumptions used for
the classical computer. This outperformance of the best classical computing resources available
represents a watershed achievement for the field of superconducting quantum computing.

3.2. Quantum Simulations with Superconducting Circuits

One of the most anticipated applications of quantum computation in the NISQ era is quantum
simulation (113). A quantum simulator is a well-controllable device that mimics the dynamics or
properties of a complex quantum system that is typically less controllable or accessible (114). The
key idea is to study relevant quantum models by emulating or simulating them with hardware
that itself obeys the laws of quantum mechanics (115) in order to avoid the exponential scaling of
classical computational resources (116).

Quantum simulators are problem specific and do not meet the requirements of a universal
quantum computer in general (117). This simplification is reflected in the hardware requirements
and may allow for a computational speed-up with few (121), even noisy quantum elements (122).
Therefore, quantum simulations are likely to address meaningful problems with a quantum ad-
vantage well before universal quantum computation will be a reality (113, 117).

Certain qubit modalities are advantageous over others, as the qubits themselves may share
intrinsic coupling mechanisms or commutation relations with the system to be simulated. The
advantages of superconducting circuits for quantum simulation experiments are their high degree
of control in manipulation, preparation, and efficient readout, together with the possibility to
tailor circuit properties and implement tunable qubit frequencies and coupling strengths (9, 27).
The absence of intrinsic conservation laws when encoding abstract circuit excitations also makes
superconducting circuits appealing for the study of nonequilibrium phenomena (123).

Figure 3a schematically depicts the basic idea of a quantum simulation. The key requirement
is an exact (or to a degree desired) mapping between the time evolution Û of the quantum system
of interest and the time evolution Û ′ of the quantum simulator. Two flavors of quantum simu-
lations have been proposed and successfully demonstrated, coined digital and analog quantum
simulation (117). In the absence of quantum error correction (see Section 4), the achievement of a
(problem-specific) quantum advantage seems to be within closer reach for the analog or a hybrid
analog–digital approach.

3.2.1. Digital quantum simulation. Digital quantum simulation is a gate-based approach in
which a complex evolution is deconstructed into a set of one- and two-qubit gates that can be
implemented on the simulator hardware. It is closely related to universal quantum computation
and is compatible with error-correcting schemes (see Section 4). The approach relies on the
fact that unitary operations describing the time evolution of local Hamiltonians (that appear in
most models of physical relevance) can be decomposed into a sum of local universal quantum
gates (116).The error introduced by the commonly employed Lie–Trotter–Suzuki decomposition
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Figure 3

Schematic representation of a quantum simulation system. (a) A quantum system of interest (red, artistically
depicted as a protein complex) is mapped onto an artificial quantum simulator (blue, here a superconducting
circuit). By preparing and reading out quantum states |ψ〉 in the precisely controlled simulator—therefore
accessing its time evolution Û ′—one can infer the time evolution Û of the underlying quantum system of
interest (described by states �̂). (b) Example pulse sequence used in a digital quantum simulation, composed
of one- and two-qubit gates used to construct the interaction Hamiltonian of a Fermi–Hubbard simulator
(126). (c) Analog quantum simulation: One-to-one mapping of the time evolution in the simulator and in the
underlying model (see, e.g., References 118 and 119). (d) Combination of analog unitary blocks and digital
gates in the hybrid approach, as used in References 120. Panel a adapted with permission from
Reference 117; Copyright 2014 by the American Physical Society.

(124) arises from nonvanishing commutators between the decomposed Hamiltonians and scales
with the size of individual Trotter steps (125). The digital simulation scheme was applied to study
up to four fermionic modes with a superconducting quantum circuit (126). Fermion operators
with their correct anticommutation relation were expressed in terms of Pauli operators using
the Jordan–Wigner transformation, establishing an efficient mapping of the Fermi–Hubbard
model to a spin Hamiltonian (127). The gate sequence used to construct the relevant interactions
is depicted in Figure 3b. Spin models were investigated with a digital quantum simulation of
an adiabatic algorithm on a nine-qubit chip (128) and a two-qubit chip (129), similarly using
a Trotter decomposition in order to construct all interactions necessary to recover the model
dynamics (130). Although these experiments highlight the versatility and universality of the digital
approach, the total number of Trotter steps did not exceed ∼5 due to the gate errors present in
these systems. Several theory proposals address the efficient encoding of gate sequences in digital
quantum simulators (125, 131), which, notwithstanding the hardware requirements, is one of the
major challenges of this approach.

3.2.2. Analog quantum simulation. In analog quantum simulations, the simulator directly
mimics the time evolution of the quantum system of interest instead of constructing it (see
Figure 3c). This requires a close mapping between system and simulator Hamiltonians in order
to emulate the continuous time evolution, which in turn ensures good scaling of hardware
resources with problem complexity. Circuit-based analog quantum simulators have been pro-
posed recently for studying Andersen and Kondo lattices (122), Ising models (132) and phase
transitions therein (133, 134), and fermionic models (135); investigating Holstein polarons (136);
and exploring relativistic quantum mechanics (137, 138). An array of coupled superconducting
qubits naturally emulates the repulsive Bose–Hubbard model. Recently, 1D Bose–Hubbard
chains were experimentally implemented to study quantum random walks (139) of one and two
particles (excitations) as well as the stabilization of a Mott insulator phase (140). The study of
quantum many-body effects is another application of analog quantum simulation. By generating
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a synthetic magnetic field, a quantum phase exhibiting a chiral ground-state current was observed
with a mutually coupled three-qubit unit cell (141), and many-body localization signatures were
experimentally demonstrated by using a spectroscopy technique that maps out the eigenenergies
of a Hamiltonian of interest (142). Excitation transport in photosynthesis was recently studied
by spectroscopic means on a three-qubit superconducting device (119), inspired by an earlier
proposal (143). Here, all temperatures and frequencies are scaled by ∼105 in order to establish
correct mapping to biological mechanisms. Open quantum systems described by the spin boson
model (144) have recently attracted interest in the context of circuit simulations (145, 146).
The model can be realized with standard building blocks from the superconducting circuits
toolbox while being ubiquitous in nature and hard to access classically. It reveals its complex
quantum dynamics especially in the ultrastrong coupling (USC) regime, which was simulated
spectroscopically (147) by implementing an increased physical coupling strength between a flux
qubit and a transmission line. Several experiments investigated the nonclassical ground-state
properties of the quantum Rabi model at USC (148, 149), and the model dynamics were emulated
by creating an effective quantum Rabi model at USC in a rotating frame (118, 138). In contrast
to atom- and ion-based qubit implementations, superconducting qubits strongly interact with
electromagnetic fields, facilitating such schemes. Although the analog approach equally suffers
from the finite coherence of the simulator hardware, a noisy environment may be considered
as part of the simulation, accounting for the natural noise channels in the physical system being
simulated. It remains an open question how to correctly benchmark the performance of such a
lossy analog quantum simulator.

3.2.3. Digital–analog approach. A recent development is the strategy of digital–analog quan-
tum simulations (150). By merging analog unitary blocks and digital gates, the overhead in gate
construction is decreased and the advantageous scaling properties of the analog simulator are pre-
served, while the digital steps enhance the versatility of the simulator. This approach was used
to simulate the quantum Rabi model at USC by constructing necessary Hamiltonian terms with
digital gates while the simulation relied on an evolution in (different) analog blocks (120, 151).
See Figure 3d for the simplified basic Trotter step used in the experiment. The digital–analog
approach was likewise used in a proposal of a fermion–fermion scattering experiment on a three-
qubit superconducting circuit that includes an open transmission line (152).

3.3. Small-Scale Quantum Algorithms

Digital quantum algorithms in theNISQ setting represent an interesting alternative to algorithms
that rely on the full power of universal, error-corrected quantum computers. Early demonstra-
tions of quantum algorithms in superconducting circuits focused on small, non-QEC versions of
well-known quantum algorithms such as those by Deutsch–Jozsa (72) and Shor (153), as well as
demonstrations of surface code primitives (discussed in Section 4).

NISQ algorithms may be thought of as hardware-informed quantum algorithms; i.e., the algo-
rithms can be developed for a specific qubit connectivity to avoid certain low-fidelity qubits in the
processor or hard-to-implement quantum gates. NISQ algorithms do not rely on the full support
of quantum error correction but instead optimize the algorithm fidelity based on an expectation of
a lossy quantum system. In particular, the most promising NISQ algorithms take hybrid classical-
quantum approaches: They rely on classical computers and algorithms to implement the bulk of
the necessary calculations and tap the quantum processor only for the portions of the algorithm
that cannot be performed efficiently on a classical processor. By delegating work to a classical
processor, these algorithms reduce the circuit depth and, therefore,minimize the impact of circuit
decoherence on the accuracy of the algorithm.
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3.3.1. Quantum chemistry. Quantum chemistry is potentially one of the great applications for
a quantum computer. This is due in large part to the development and demonstration of the vari-
ational quantum eigensolver (VQE), a hybrid classical-quantum algorithm that places relatively
modest requirements on the quantum system (see, e.g., Reference 154, and references therein).
In the VQE, the Hamiltonian of a multiatom system is mapped onto an array of qubits using an
efficient classical algorithm, such that the Hamiltonian can be written as

Ĥ =
∑
iα

hiασ̂
i
α +

∑
i jαβ

hi jαβ σ̂
i
ασ̂

j
β + . . . , 2.

where {i, j, . . .} index over qubits, {α, β, . . .} index over Pauli-matrix elements, and {hi jα,β} are classi-
cally computed weights (155). To find the energy levels of the molecule, one initializes a test state
on the quantum system, measures the relevant expectation values 〈σ̂ iασ̂ j

β〉, and reconstructs the to-
tal energy 〈Ĥ〉 of the state. By using a classical minimization algorithm with 〈Ĥ〉 as the objective
function, one can find an upper limit to the ground-state energy. Once the ground state is known,
the higher-energy levels can be estimated using quantum subspace expansion (QSS) (156) or an
equation-of-motion (EOM) approach (157).

The first VQE demonstration in a superconducting qubit system was performed by O’Malley
et al. (158), who demonstrated its effectiveness in using two qubits to map the ground state of the
H2 molecule as a function of interatomic spacing. Kandala et al. (159) used similar methods with
up to six qubits to map the ground states of larger molecules, including LiH and BeH2. Colless
et al. (160) used theQSS tomap the excited states of H2 using a noise-resilient variant of the VQE;
Ganzhorn et al. (161) also calculated higher energy levels, using an efficient gate set to generate
the ground state and the EOM method to extract excited state energies.

3.3.2. Data processing on quantum computers. There have been several important algo-
rithmic developments and demonstrations related to data processing on quantum computers and
quantum machine learning (QML). One canonical QML algorithm is the Harrow,Hassidim, and
Lloyd (HHL) algorithm for sampling solutions to systems of linear equations (162). This algo-
rithm can in certain settings provide exponential speedup over its classical counterparts; a four-
qubit implementation was demonstrated by Zheng et al. (163). However, the HHL algorithm is
not NISQ optimized and makes rather stringent demands on the system’s ability to store and
manipulate coherent quantum information.

One of the most promising QML algorithms for the NISQ era is the quantum approximate
optimization algorithm (QAOA) (164). The QAOA provides an approximate solution to an NP-
hard multivariate minimization problem in polynomial time, with a guaranteed accuracy set by
the algorithm. Like the VQE, the QAOA allows for the bulk of calculations to be performed in
the classical processor, with the quantum device only required to produce a certain quantum state
and perform a set of quantum measurements. The QAOA was first demonstrated by Otterbach
et al. using a 19-qubit processor (15).

A third set of machine-learning NISQ algorithms relate to data classification. These algo-
rithms, which represent quantum equivalents of neural networks (165, 166), take advantage of
variational techniques to enable both supervised and unsupervised data classification mechanisms.
In particular,Havlicek et al. demonstrated two supervised learning algorithms using two qubits on
a five-qubit processor and laid out the case for the potential existence of feature maps for which
a provable quantum advantage could be demonstrated (167). On a similar five-qubit processor,
Risté et al. (168) implemented the so-called learning parity with noise problem, which exhibits a
quantum advantage.
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However, the assumption of access to some form of quantum random access memory (QRAM;
169) in several of the proposed schemes for analyzing classical data on quantum computers poses
an open question for the feasibility of these protocols (see, e.g., Reference 170, and references
therein for details). Using a single parametrically driven transmon qubit, a form of random access
quantum memory (RAQM) was demonstrated by Naik et al. (171).

3.4. Quantum Annealing

A formally equivalent approach to universal quantum computation is adiabatic quantum compu-
tation (172), in which the solution to computational problems is encoded into the ground state
of a time-dependent Hamiltonian (173). Solving the problem translates into an adiabatic quan-
tum evolution toward the global minimum of a potential-energy landscape that represents the
problem Hamiltonian. In classical annealing—used as a general heuristic for solving optimiza-
tion problems—this is achieved by using simulated thermal fluctuations that allow the system to
escape local minima, in combination with an appropriate annealing schedule that ensures the adia-
baticity condition (174). In quantum annealing, transitions between states are caused by quantum
fluctuations rather than by thermal fluctuations, leading to a more efficient convergence to the
ground state for certain problems (32, 174, 175). Quantum annealers strive to implement ideal
adiabatic quantum computation for a restricted set of Hamiltonians but suffer from experimental
compromises (174) at the expense of universality or adiabaticity (173).

The most notable experimental implementation of quantum annealing to date is a device
with ∼2,000 superconducting flux qubits manufactured by D-Wave (D-Wave Systems, Burnaby,
Canada). Frequency-tunable qubits are arranged in intercoupled unit cells comprising eight
qubits, where each qubit in a unit cell is longitudinally coupled to four other qubits in the fi-
nal Hamiltonian, defining a so-called Chimera graph (176). The D-Wave devices can model the
transverse-field Ising Hamiltonian,

Ĥ = �(t )

⎛
⎝∑

i

hiσ̂ zi +
∑
i< j

Ji j σ̂ zi σ̂
z
j

⎞
⎠ + �(t )

∑
i

�iσ̂
x
i , 3.

where 2hi are the asymmetry energies, Jij are the coupling matrix elements, and�i are the tunnel-
ing energies. At the beginning of the quantum annealing process, �(0) = 1 and �(0) = 0 in order
to create a known ground state, being an equal superposition in the computational basis. During
the annealing protocol, � is adiabatically ramped to zero while � is increased to unity in order to
adiabatically evolve to the final Ising Hamiltonian.

In a recent experiment (176), a three-dimensional lattice of 512 Ising spins was simulated on
the D-Wave device in order to map out the magnetic phase diagram of a spin glass. In a similar
experiment, the D-Wave group studied the Kosterlitz–Thouless phase transition in a frustrated
Ising model (177). Both papers demonstrate that a variety of relevant lattices are accessible to the
D-Wave approach by using nontrivial encodings, enabling research of condensedmatter phenom-
ena that are hard to address classically at a large scale. Recently, a framework was developed that
maps the prime factorization problem on theD-Wave Isingmodel (178), demonstrating a reduced
cost of O(log2(N )) qubits (where N is the integer number to be factorized). This has led to the
experimental factorization of a seven-digit number with 89 qubits on the D-Wave machine (179).
A definitive demonstration of a quantum enhancement for a general class of problems has been
elusive for the D-Wave machines and quantum annealing in general (180). In this context, it is
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known that the current D-Wave architecture is only able to implement stoquastic Hamiltonians,1

which can oftentimes be simulated efficiently with classical algorithms (173, 181). Recent studies,
however, indicate that the D-Wave machine achieves significant runtime advantages for a certain
class of problems (182, 183). It is an open question whether this is due to a quantum speedup or
corresponds to a more efficient classical computation.

D-Wave recently demonstrated a quantum annealing experiment of a nonstoquastic Hamil-
tonian on a two flux qubit chip with fixed capacitive transversal coupling (184). Another experi-
ment has been demonstrated that simulates nonstoquastic Hamiltonians on a nine-transmon qubit
chip (128), where nonstoquasticity was created by incorporating digital gates that construct the
necessary distinct couplings.

4. QUANTUM ERROR CORRECTION WITH SUPERCONDUCTING
QUBITS

Despite the tremendous progress on coherence, gate operations, and readout fidelity achieved with
superconducting qubits, QEC is still be needed to realize truly large-scale quantum computers.
Most QEC schemes utilize some form of redundancy (typically, multiple qubits) to encode so-
called logical qubits. A prescription for performing the encoding and for correcting errors in
the encoding is referred to as an error-correcting code. The threshold theorem (185, 186) then
guarantees that for a QEC code, if the operational error rate on the physical qubits is below a
certain value and the code is implemented in a fault-tolerant manner (see Section 4.2), then errors
can be suppressed to arbitrary precision (see, e.g., Reference 1 for a general introduction to QEC).
The two-dimensional surface code is perhaps the most promising, experimentally feasible QEC
code in the near term, due to its particularly lenient error rate to satisfy the threshold theorem
(error rate �1%), and because it only requires weight-four parity measurements using nearest-
neighbor coupling to four qubits (see, e.g., References 187 and 188, and references therein, for
details). As a consequence, much of the experimental progress toward QEC has been focused on
realizing multiqubit parity measurements as well as primitives toward the surface code.

4.1. Progress in Error Detection and Correction Using Parity Measurements

Most experiments using superconducting qubits for quantum error detection and correction rely
on parity measurements of two or more data qubits, by coupling them to syndrome qubits. This
basic construction has been used to demonstrate multiple aspects of error detection and error
correction, which we review below. Figure 4 shows a section of the surface code, where circles
correspond to the data qubits, and cross and triangle shapes are the ancilla syndrome qubits, used
to infer the overall bit and phase parity of the neighboring data qubits. For a brief description
of parity measurements, see the sidebar titled Parity Measurements: A Workhorse in Quantum
Error Detection and Correction. A general introduction to parity measurements (syndrome mea-
surements) in the context of the surface code can be found in Reference 187.

Within the past 10 years, multiple experiments using superconducting qubits have realized
parity measurements relying on a qubit layout corresponding to various subsections of the surface
code. In particular, a single one-dimensional row of the surface code fabric, the so-called repetition

1A Hamiltonian is stoquastic when its ground state can be expressed as a classical probability distribution,
allowing for more efficient classical sampling due to the absence of the “sign problem” (181). Nonstoquastic
Hamiltonians are believed to be inefficient to simulate classically.

384 Kjaergaard et al.



CO11CH17_Kjaergaard ARjats.cls February 13, 2020 12:17

r1

r2

r4 r4

r3

4-XZ

surface-17

2-XZ

2-X,2-Z

Data qubit Bit-flip parity qubit Phase-flip parity qubit Single qubit used for either bit-flip or phase-flip

Figure 4

A section of the qubit layout of the surface code, with 40 × 20 data qubits (shown as circles), and associated bit-flip and phase-flip parity
qubits (shown as triangles and crosses, respectively). Inset shows a subsection, in which shaded areas indicate parity experiments that have
been reported (except surface-17, which is currently being pursued in multiple laboratories; see text for details). Experiment r1 by Reed
et al. (189); r2 by Chow et al. (190); r3 by Risté et al. (194); r4 by Kelly et al. (14); 2-X,2-Z by Córcoles et al. (195); 2-XZ by Andersen
et al. (196) and Bultink et al. (197); and 4-XZ by Takita et al. (198).

PARITY MEASUREMENTS: A WORKHORSE IN QUANTUM ERROR DETECTION
AND CORRECTION

Many quantum error correction schemes rely on parity measurements. In the left circuit below, the ancilla qubit
|A〉 is used to infer the bit parity (via information about 〈Z1Z2〉) of the two data qubits in state |�〉, and in the right
circuit qubit, |A〉 infers the phase parity (via 〈X1X2〉):

In the absence of errors on the ancilla qubit, the eigenvalue of |A〉 will contain information reflecting whether
the two-qubit state |�〉 is an eigenstate of Z1Z2 (or X1X2) with eigenvalue +1 or −1 without collapsing the state of
the individual qubits in |�〉. Because the operators Z1Z2 and X1X2 (and even multiples of more Z and X operators)
commute, combinations of parity measurements across a larger grid of qubits can therefore be used to infer if and
where a bit- or phase-flip error occurred without collapsing the underlying quantum data. The collection of ancilla
qubit measurements is typically referred to as the syndrome of the error, and inferring the underlying error is known
as decoding.
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code, which corrects either bit-flip or phase-flip errors, has been implemented in a multitude of
ways. Reed et al. (189) first demonstrated a three-qubit repetition code (corresponding to the sec-
tion denoted r1 and highlighted in the inset of Figure 4) using the CZ gate, together with the
three-qubit controlled-controlled-phase gate (the Toffoli gate) to correct a single error. Using
the cross-resonance two-qubit gate, Chow et al. (190) demonstrated entanglement across three
qubits (section r2 in Figure 4). By using the middle qubit as a parity meter of the outer qubits,
the authors were able to generate either the odd or even Bell states between the two non-nearest-
neighbor qubits, conditioned on the parity readout. Similar ideas were demonstrated simulta-
neously by Saira et al. (191). Using an optimized form of the CZ gate (192), Barends et al. (3)
demonstrated a two-qubit gate fidelity of F ∼ 0.994 (see Table 1), using the “xmon” variant of
the transmon qubit (193). This was the first demonstration of a two-qubit gate in superconduct-
ing qubits whose fidelity (as measured via interleaved Clifford randomized benchmarking) sur-
passed the error threshold for the surface code. Kelly et al. (14) then used this implementation
of the CZ gate to demonstrate both a five- and nine-qubit repetition code (sections denoted r4 in
Figure 4). The authors performed multiple rounds of error detection and then used a minimum-
weight perfect-matching algorithm in postprocessing to determine and correct the most likely
physical errors. This process resulted in an improved encoded-state fidelity, when going from a
five-qubit repetition code to a nine-qubit code, showing for the first time the efficacy of the rep-
etition code. As of this writing, the experiments performed by Kelly et al. represent the largest
(by qubit-count) repetition code to have been experimentally demonstrated. Work by Risté et al.
(194) studied performance of the bit-flip repetition code by artificially injecting coherent and in-
coherent noise after encoding a three-qubit logical state (corresponding to the section denoted r3
in Figure 4).

The repetition code by itself cannot simultaneously detect both bit- and phase-flip errors, so it
cannot serve as a full quantum error–correcting code. However, first work toward demonstrating
full quantum error detection (as a precursor to full quantum error correction) of bit and phase
flips was demonstrated by Córcoles et al. (195). By using a 2 × 2 half-plaquette of the surface
code (corresponding to section 2-X,2-Z in Figure 4), the authors demonstrated quantum error
detection in a two-qubit Bell state by reading both the Z1Z2 and X1X2 parities within one round
of error correction.

Recently, stabilization of Bell states has been studied using a single ancilla to perform both
Z1Z2 and X1X2 parity checks, corresponding to the region denoted 2-ZX in Figure 4. The work
by Andersen et al. (196) demonstrated real-time stabilization (using fast feedback) to maintain a
Bell state fidelity of ∼0.74 in up to 12 cycles of feedback. The experiment by Bultink et al. (197)
used the so-called Pauli frame updating technique to keep track of parity flips in up to 26 rounds
(corresponding to a roughly 20 µs experiment time) with a resulting state fidelity of ∼0.8.

However, unlike the repetition code experiments, the surface code relies on weight-four parity
measurements, i.e., measuring operators of the form Z1Z2Z3Z4 or X1X2X3X4. The first demon-
stration of weight-four parity measurements in superconducting qubits was performed by Takita
et al. (198), corresponding to the section labeled 4-XZ in Figure 4. By utilizing an optimized gate
implementation to cancel spurious cross-talk issues related to the two-qubit cross-resonance gate,
the authors achieved a weight-four parity fidelity of 0.774 for Z1Z2Z3Z4 and 0.795 for X1X2X3X4.

Finally, the smallest logical qubit that uses the surface code encoding and can be error corrected
is denoted as surface-17 and is shown in the inset of Figure 4. The surface-17 logical qubit uses
nine data qubits and eight parity measurement qubits to simultaneously correct both bit- and
phase-flip errors. Such a device is under current investigation using the CZ gate to implement
two-qubit operations (199).
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[[n, k, d]]–code:
a quantum
error–correcting code
using n physical qubits,
which encodes k
logical qubits, with
distance d = 2t + 1
that corrects t errors

4.2. Fault Tolerance Using Superconducting Qubits

The notion of fault tolerance (FT) is a key component for realizing a scalable quantum computer
from faulty physical components. FT is an architectural property of aQECquantum circuit,which
(roughly stated) ensures that single physical errors in the underlying components do not propagate
in a single time step to corrupt logical data (see, e.g., Reference 200 for details).

Demonstrating explicit FT in superconducting qubit systems has to date been focused on using
a version of the [[4, 2, 2]]–code (see Reference 201, and references therein), which requires five
physical qubits in total. This code encodes two logical qubits into four physical qubits and uses a
fifth qubit for error detection, corresponding to an [[n, k, d]]–code with n= 2, k= 2, and d= 2.The
low physical qubit count for this code comes at the expense of not being an error-correcting code
but only an error-detection code. In the experiments of Reference 202, one FT-encoded qubit,
and one non-FT-encoded qubit were initialized (limited by the connectivity of the device). In the
presence of noise, the FT-encoded circuits were shown to produce the intended state with greater
probability than the non-FT circuit. Vuillot (203) also studied FT state preparation circuits. By
using the highest-quality pair of physical qubits on the device to generate a set of specific states,
Vuillot was able to show that preparing the same states, but with FT-encoding circuits, led to an
average improvement in the state preparation fidelity.

To deconvolve the effects of state preparation and measurement (SPAM) errors from the im-
provements due to FT encodings, Harper & Flammia (204) recently performed Clifford random-
ized benchmarking using the [[4, 2, 2]]–code. The infidelity of the logical gates decrease by nearly
an order of magnitude when FT encodings are used, relative to non-FT physically equivalent
gates.

4.3. Bosonic Codes with Superconducting Cavities

Bosonic codes—those built from the internal states of a QHO—represent a different approach to
demonstrating error-resilient qubits. Rather than encoding a logical qubit in the shared state of
many two-level systems, as in the surface code, a bosonic code constructs a logical qubit from the
many energy levels of a single quantum object (in this context, typically the long-lived photonic
states of a superconducting cavity). Bosonic codes have had a remarkably rapid development tra-
jectory and are now leading the superconducting qubit field in early prototype demonstrations of
FT error-corrected quantum computing. A few broad categories of bosonic codespaces have been
considered, including the following:

� Fock-state encodings: Qubits are mapped onto the |0/1〉 Fock states and form a direct
analogy to a traditional spin-1/2 qubit encoding. Fock states are the longest-lived QHO
qubits, but do not implement a bosonic code. Instead, they are the benchmark against which
to evaluate the QEC logical qubit lifetime.

� Cat codes2: (Refer to References 205 and 206.) Qubits are formed using superpositions of
coherent states. The superpositions are chosen such that the loss of a single photon maps
the system onto a detectable and correctable error space while maintaining the encoded
information. Cat codes require a relatively large n in order to approach orthogonality in
the codespace.With sufficiently high n, error correction can be performed at the end of the
experimental cycle as long as error detection is performed quasicontinuously.

2Some example cat codes include the 2-cat code, |0/1〉L= |α〉 ± |−α, and the 4-cat code, |0/1〉L = |α〉 +
|−α〉 ± |iα〉 ± |−iα〉.
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� Binomial codes3: (Refer to Reference 207.) Qubits are defined via a finite number of Fock
states with binomial coefficients. Binomial codes comprise exactly orthogonal logical states
constructed such that photon loss maps the system onto a correctable error space. The
codespace can be constructed to allow for multiple photon losses at the expense of higher
n. Binomial codes are in some sense a hybrid between Fock encodings, which are not cor-
rectable, and cat states, which require larger n and are not exactly orthogonal. QEC on a
binomial code requires correction at the time of detection.

Recent demonstrations have confirmed the potential of bosonic codes in QEC and for FT
quantum computing.The initial demonstration of mapping an arbitrary qubit state onto a cat state
was performed in 2013 by Vlastakis et al. (208). Error detection was demonstrated by observing
parity jumps (103), with fidelity limited by the relatively short lifetime of the transmon ancilla
qubit used to read and control the cavity state. Universal control of cavity states in general (101)
and of logical bosonic codes in particular (102) was demonstrated, enabling measurement-based
QEC of cat codes (11) and binomial codes (12). The former demonstration surpassed the break-
even point by showing an error-corrected lifetime T1, QEC greater than the Fock state lifetime
T1, Fock; the latter came very close to this threshold and additionally demonstrated high-fidelity
(although not error-corrected) operations on the logical single qubits.

Beyond single logical qubit demonstrations, there have been several recent demonstrations
of entanglement generation and two-qubit gates between the encoded bosonic qubit states.
These demonstrations include a logical CNOT (54),CNOT gate teleportation between two error-
correctable qubits machined from the same aluminum block (82), logical state transfer and remote
entanglement between qubits separated by a long delay cable (209), and an exponential-SWAP op-
eration (210). Although these multiqubit experiments do not yet include active error correction,
they have shown the feasibility of operations on logical states and represent continuing progress
toward universal QEC using superconducting hardware.

5. LOOKING AHEAD

In this review, we have discussed several of the most recent advances in the development of qubit
architectures, gate operation, amplification and readout, and digital- and analog-algorithm im-
plementations, as well as work toward quantum error correction. Despite the already tremendous
progress outlined in this review, the field is still undergoing rapid development, and the theo-
retical, experimental, and conceptual boundaries are consistently being pushed. Below, we briefly
discuss some future directions and near-term challenges for the field.

5.1. Beyond the Surface Code for Quantum Error Correction

Although the surface code is promising due to its relatively lenient error threshold and modest
requirements on connectivity, the overhead of physical-to-logical qubits is daunting, and the FT
gate set is limited (187).Other topological and concatenated codes typically have more demanding
error thresholds and connectivity requirements (see, e.g., Reference 211 for a more detailed dis-
cussion, and references therein), but allow for FT implementation of a larger gate set. Whether
other codes will be experimentally feasible in the near term hinges to some extent on whether
improving overall gate fidelity or improving qubit count and connectivity is the more difficult
endeavor.

3Some example binomial codes include Encoding 1: |0〉L = |2〉, |1〉L = |0〉+|4〉√
2

, and Encoding 2: |0/1〉L =
1√
2

( |0〉+|4〉√
2

± |2〉
)
.
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For the bosonic codes, though the preliminary experiments have been promising, significant
challenges remain. FT single-qubit error detection has been demonstrated (54), but there are no
current proposals for FT multiqubit protocols. In the absence of FT gates, universal computing
will require embedding the bosonic qubit in a larger error-correcting fabric (such as a surface
code), potentially implying all the associated scaling issues just discussed.

Entirely different schemes rely on native error resilience, providing another path forward for
high-fidelity quantum memories and operations. Examples of this approach include the 0 − π

qubit (212), error-transparent encodings (213), and the metastable flux qubit (214).

5.2. Alternative Superconducting Qubits

The transmon qubit modality has shown tremendous progress over the past decade, but it has
certain limitations. The charge noise resilience of the transmon qubit comes at the expense of a
small anharmonicity, making it more likely for excitations to leave the computational subspace.
This shortcoming is addressed by the fluxonium qubit (39), which combines the advantages of the
Cooper-pair box and the flux qubit but avoids their respective drawbacks in terms of noise sensi-
tivity. However, this comes at the cost of introducing a high number of Josephson junctions per
qubit and relatively low qubit frequency (generally smaller than dilution refrigerator temperature).
Although recent experiments indicate excellent coherence properties of fluxonium qubits (44, 47),
it has not yet been used in larger-scale,more complex circuits because its operation is less straight-
forward and its coupling capabilities in a circuit QED environment remain to be demonstrated.

A different strategy, which still relies on the transmon qubit modality, replaces the local flux
control used in the tunable transmon qubits with local voltage control, by using superconductor–
semiconductor–superconductor Josephson junctions. In such systems, a local electrostatic gate is
used to tune the carrier density in the semiconductor region, resulting in a modified EJ. Such de-
vices were first demonstrated in InAs nanowires proximitized by epitaxially grown aluminum (48,
215), forming the transmon qubit element in a cQED setup. Subsequently, improved coherence
times and compatibility with large external magnetic fields were demonstrated (50). However,
the need to individually place nanowires makes the path to larger devices within this scheme po-
tentially difficult. Alternative demonstrations of such hybrid superconducting qubit systems have
therefore used two-dimensional electron gases (216) amenable to top-down fabrication, as well
as graphene flakes proximitized by evaporated aluminum (51). The absence of local currents re-
sults in a decrease of the power that needs to be delivered onto the qubit chip, but at the cost of
reintroducing some charge noise susceptibility through the gate.

5.3. Next Steps

Although there is ample daylight ahead for both NISQ-era demonstrations and large-scale, FT
quantum computers based on superconducting qubits, there are also many nontrivial obstacles to
overcome. On the path toward large quantum processors the demonstration of multiple error-
corrected FT logical qubits with gate fidelities and lifetimes exceeding any of the constituent
degrees of freedom will be an important step. Finally, we outline a few of the challenges facing the
community, as quantum processors are now moving from 10–20-qubit scale to the 50–100-qubit
scale.

� Control and high coherence in medium-scale devices: For medium- and large-scale
devices, the individual qubit coherences are not necessarily the same as those in simpler
few-qubit devices.Maintaining high coherence and high-fidelity control across a large chip
is a key challenge.
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� Scalable calibration techniques: Advanced software strategies are also needed to calibrate
medium- to large-scale quantum processors due to the large number of nontrivial cross-
calibration terms while finding simultaneous optimal operating parameters (10).

� Verification and validation: As the number of qubits increases, efficiently determining
the fidelity of quantum operations across the entire chip using, e.g., Clifford randomized
benchmarking (70) becomes infeasible and new techniques for validation and verification
will be needed. Techniques such as cross entropy benchmarking (108) and direct bench-
marking (217) have recently been proposed and implemented.

� Improving qubit connectivity: Although impressive progress has been made in three-
dimensional integration of superconducting circuits (e.g., Reference 218), nonplanar con-
nectivity of high-fidelity qubits has yet to be demonstrated.

� Improved gate fidelity: Continued improvements to gate fidelities will be an important
step toward bringing down the overhead of physical qubits needed to encode a single logical
qubit as well as important for demonstrating the efficacy of NISQ algorithms.

� Robust and reproducible fabrication: The fabrication of medium- to large-scale super-
conducting circuits will need to be consistent with continued improvements to qubit co-
herence and 3D integration techniques.

Using current techniques—notwithstanding the challenges outlined above—it seems possible
to scale to on the order of ∼1,000 qubits. However, beyond this (rough) number, a new set of
techniques will be needed. Examples include colocation inside the dilution refrigerator of control
and readout electronics, as well as on-the-fly decoders for quantum error correction procedures.
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