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Abstract

In Floquet engineering, periodic driving is used to realize novel phases of
matter that are inaccessible in thermal equilibrium. For this purpose, the
Floquet theory provides us a recipe for obtaining a static effective Hamil-
tonian. Although many existing works have treated closed systems, it is
important to consider the effect of dissipation, which is ubiquitous in na-
ture. Understanding the interplay of periodic driving and dissipation is a
fundamental problem of nonequilibrium statistical physics that is receiv-
ing growing interest because of the fact that experimental advances have
allowed us to engineer dissipation in a controllable manner. In this re-
view, we give a detailed exposition on the formalism of quantum master
equations for open Floquet systems and highlight recent work investigating
whether equilibrium statistical mechanics applies to Floquet states.
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1. INTRODUCTION

Nonequilibrium states are not well understood compared with equilibrium states, except for
weakly driven systems described by the linear response theory (1). One of the recent discover-
ies of nonequilibrium statistical physics is of fluctuation theorems (2—4), which yield nontrivial
equalities for arbitrarily far-from-equilibrium systems. Although fluctuation theorems reveal uni-
versal properties of atypical fluctuations in nonequilibrium states, they do not give much insight
into typical behaviors of the system.

There is another important class of nonequilibrium problems for which we have gained a
deeper understanding of generic properties through recent studies, that is, periodically driven
(Floquet) systems in the high-frequency regime. Nonequilibrium dynamics of closed Floquet
systems have intensively been studied (5, 6). In a closed system, the second law of thermody-
namics implies that the system absorbs the energy from periodic driving and eventually heats
up to an infinitely high temperature. However, it is revealed that the heating process is expo-
nentially slow in the high-frequency regime, and we can have nontrivial transient states that last
over a relatively long timescale (7-10). Theoretical understanding of this phenomenon gives a
solid basis for “Floquet engineering,” which is an attempt to realize desired states by utilizing
engineered periodic driving (11). Periodic driving has been used to realize nonequilibrium phase
transitions (12-14), topologically nontrivial systems (15-19), artificial gauge fields (20-22), and
discrete time crystals (23-25).

In this review, we discuss open Floquet systems. In the context of the Floquet engineering, the
motivation of considering open systems is two-fold. First, although the closed-system descrip-
tion would be adequate in ultracold atomic systems, where high isolation from the environment
is achieved, dissipation is inevitable in condensed matter physics. Dissipation can largely affect
many-body states, and hence it is clearly important to formulate the problem in an open-system
setup to develop the theory of Floquet engineering in condensed matter systems (26-32). For
instance, the importance of dissipation has been pointed out in recent experimental (33) and the-
oretical (34) studies on the light-induced anomalous Hall effect in graphene. Second, it has been
recognized that dissipation can be used as a resource for creating novel nonequilibrium states.
Indeed, the balance of periodic driving and dissipation can yield a variety of nonequilibrium
steady states and phase transitions in various systems including cavity—quantum electrodynam-
ics systems (35-39), cold atoms (40, 41), ideal Bose gases (42—44), and so on. This direction of
research has attracted growing attention in the field of ultracold atomic physics, reflecting re-
cent experimental development that enables us to engineer dissipation in a highly controllable
manner (45-47).

The interplay of periodic driving and dissipation is also intriguing from a purely theoreti-
cal perspective. The Floquet theory tells us that a Floquet system is described by an effective
static Hamiltonian, and hence it is a fundamental question to what extent the notion of equi-
librium statistical thermodynamics applies to the effective Hamiltonian description of Floquet
systems (48-55), especially beyond the linear response regime.

The purpose of this review is to give a detailed description of theoretical formulation of open
Floquet systems and an overview of recent studies on statistical mechanics for Floquet systems.
The organization of this review is as follows. In Section 2, we present an introduction to the
Floquet theory for closed systems. We explain the method of the high-frequency expansion
and discuss its generic properties. A brief exposition on recent theoretical studies is also given.
In Section 3, we give a detailed description of the master equation approach to open Floquet
systems. We introduce several kinds of quantum master equations and discuss their limitations.
In Section 4, we focus on nonequilibrium periodic steady states under fast driving. Here, we deal
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with the fundamental question: To what extent does the method of statistical mechanics apply?
In Section 5, we discuss some related recent topics and provide an outlook for future studies.

2. FLOQUET THEORY FOR CLOSED SYSTEMS
2.1. Floquet Theorem

First, let us start with a discussion on how to describe Floquet systems without dissipation. We
denote by Hy and ¥ (¢) the reference Hamiltonian and the driving field of a quantum system,
respectively. We assume that V(t)is periodic, V(t)=V(t+ T),with the period T. Without loss of
generality, we can put fOTdt V(1) = 0. We define @ = 27 /T, which is simply called the frequency
of the driving field, although the driving field is not necessarily monochromatic and generally
written as V() = Dm0 V,.e7™@" ‘The state |(t)) of the system evolves under the Schrédinger
equation,

z%wfa» = H@)ly @), L.

where H(t) = Hy 4+ V' (t) and we set h = 1.

Throughout this article, we consider a local Hamiltonian, i.e., a short-range interacting system,
on aregular lattice. The characteristic local energy scale is denoted by g. More explicitly, in a lattice
system, we define g as the maximum single-site energy (7, 8).

A convenient theoretical tool to deal with a set of time-periodic linear differential equations like
Equation 1 is the Floquet theorem. The Floquet theorem states that the time evolution operator
from time 7, to time # is written in the following form (5):

UMO _ e—z‘ko)e—iﬁl»(z—ro>e/k<ro>’ 2.
where K(#) is called the micromotion operator or the kick operator, which is periodic in time
K(t) = K(t + T),and Hj is the time-independent Floquet Hamiltonian. Physically, K (¢) describes
fast periodic motion of the system, whereas Hy: determines the long-time behavior of the system.
In closed systems, we can always choose K(¢) and Hy to be Hermitian.

Eigenstates {|#,)} and eigenvalues {¢,} of H are called Floquet eigenstates and quasi-energies,
respectively. We also define |u,(z)) = e*’k(’)mﬂ), which satisfies |u,(t)) = |u,(t + T)). A solution
of the Schrédinger equation is then written in the form [ (2)) = Y, c,e™*"|u,(t)), which can be
regarded as an analog of the Bloch theorem in condensed matter physics. It should be noted that
quasi-energies are defined modulo w: Equation 2 does not change if we replace ¢, — &, + mw
with 72 an arbitrary integer. In literature, ¢, is often chosen within the “first Brillouin zone,” ¢, €
[—w/2, w/2) or g, € [0, w). It is also convenient to choose ¢, so that the value of ¢, is closest to
the mean energy E, = (1/7) fOTdt (u, ()| H (t)|u,(t)), which is used in Section 4.

By substituting Equation 2 into the Schrédinger equation idlAJ,JO Jde =H (t)lA]t,,o, we obtain

Hy = KO [H(t) - i%] e KO, 3.

This expression is equivalent to Equation 2.

We note that the decomposition of Equation 2 is not unique: There are infinitely many vari-
ants of the decomposition, which are equivalent with each other but offer different approximation
schemes. Indeed, one can confirm that Equations 2 or 3 are invariant under the transforma-
tion I:If = UHzU' and ¢K'© = U KO for any unitary operator U. One familiar choice is putting
K (ty) = 0 for a fixed ¢y € [0, 7). In this choice, the time evolution operator over a cycle U, 41, =
Te—if,:?“ drH(r)

, where T denotes the time-ordering operation, is expressed as U, 17, = ¢ 1T,
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Thus, Hy exactly describes stroboscopic evolution, which is defined at ¢ = ¢, + »T with z being
an integer.

2.2. High-Frequency Expansion

Although the decomposition of Equation 2 is exact, it is hard to calculate Hy and K(z). It is also
difficult to gain some insights into the nonequilibrium dynamics from K(t) and Hy because no
analytic expression is available.

In the high-frequency regime, we can obtain approximate analytic expressions via the method
of the high-frequency expansion, which is written in the form

. = At . N ¢!
IOEDY ;}i) and HF=H0+Zw—/’:. 4,
k=1 k=1

By substituting Equation 4 into Equation 3, we can determine A(t) and €2 order by order.

Reflecting the nonuniqueness of K (¢) and Hy, there are several high-frequency expansions (56).
A familiar one is the high-frequency expansion with the boundary condition K(#,) = 0, which is
referred to as the Floquet-Magnus expansion (57). On the order of w™!, we have

2 F] . Vm ) —i AF] [I}—m Vm] U}m HU] —i
FM _ imot MWL FM __ ) ) Imot
A(@) = lmg#o ;(6 W — ), QY = méo S + ME#O " e men, 5.

It should be noted that the high-frequency expansion of Hy depends on #y, which is sometimes not
desirable because we are interested in the long-time physics independent of the particular choice
of #5. We can also construct the high-frequency expansion so that this undesirable #y dependence
is completely removed. It is known as the van Vleck expansion (58-60) and characterized by the
boundary condition J; d K(r) = 0. On the order of @™, the van Vleck expansion is given by

[707]
2m

f o v, .
A‘{V (l) — ZZ ﬁe—zmwt, Q‘IV — Z

m#0 m#0

Because analytic expressions of €2 and A(¢) are available, the high-frequency expansion pro-
vides insight into long-time dynamics of Floquet systems. A generic strategy of the Floquet
engineering is to engineer periodic driving so that a truncation of the Floquet Hamiltonian,

Ao _ o e S
AY =y + ; 5 7.
has a desired property (11).

It should be noted that if we simply increase the frequency, the leading-order term in
Equation 4 is dominant, and thus we approximately have I:IP(TZ) ~ Hy: The periodic driving does
not play any role. In order to realize nontrivial states by using fast periodic driving, we should
either (#) strongly or (b) resonantly drive the system, which we explain in the next section.

2.2.1. Strong driving. Let us consider a class of periodic fields of the form V()= a)f(a)t)I},
where 7 is a time-independent operator and f(w#) is an arbitrary periodic function satisfying
f(6) =f(6 + 2n) and f02 "dé £(6) = 0. A monochromatic driving f(wt) = cos (»t) is often used.
Because the driving amplitude scales with @, a large @ compared with a local energy scale g of H
corresponds to fast and strong driving. The Hamiltonian is given by

H@) = Hy + o f (o). 8.
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Under such a strong driving field, the convergence of the high-frequency expansion is very
slow. This difficulty is addressed by moving to a rotating frame via the unitary transformation
e AT = =P with F(0) = [y ds f(5). The Hamiltonian in the rotating frame is given by

HR(I) — e—iF(wz)I}IfI()eiF(a)t)V — H§ + I}R(t), 9.

where AR = (1/T) fOTdt HR () and PR(z) are the static Hamiltonian and the driving field in the
rotating frame, respectively. It is emphasized that F® contains nonperturbative effects of peri-
odic driving. Because HR(t) = HR(t + T) is satisfied, the Floquet theory is still applicable in the
rotating frame. Remarkably, the periodic driving in the rotating frame is no longer strong. It is
therefore expected that the high-frequency expansion quickly converges. The static part AR gives
the leading-order term of the high-frequency expansion of the Floquet Hamiltonian.

This technique has been used for Floquet engineering. As an example, let us consider a one-
dimensional Bose-Hubbard system in a shaken optical lattice (12):

L-1 L L
Hy, = —J§ :(b}Hb, +bh0) + 5 § :nj(nj —1), V@)= w& cos(wt) § i, 10.
j=1 j=1

j=1
where b} and b;, respectively, are creation and annihilation operators of bosons at site j, and 7; =

l;;rl;] By putting f(6) = £cosf and V' = Z]L'=1 Jj#j, this model is written in the form of Equation 8.
In the rotating frame, we truncate the high-frequency expansion in the lowest order:

o T L
K@®)~0 and  Hp~Hy == / de = sin@n? gt sV 11.
0

Explicit calculations of HR show that it is identical to the Hamiltonian of the Bose-Hubbard
model with an effective tunneling amplitude Jog = JJ5(§), where () denotes the Bessel func-
tion of order zero. When £ is tuned to one of the zeros of the Bessel function, the tunneling is
suppressed and bosons are localized. This is regarded as a many-body variant of the dynamical
localization (61) or the coherent destruction of tunneling (62). From this observation, Eckardt
et al. (12) proposed that we can induce a quantum phase transition between the superfluid phase
and the Mott insulator phase by controlling the driving amplitude &. This theoretical prediction
was confirmed in experiment (13, 63).

2.2.2. Resonant driving. We can also realize a nontrivial truncated Floquet Hamiltonian by
using resonant driving (64, 65). Suppose that the Hamiltonian H (¢) is written in the following
form:

H(t) = Hy+ oN +V (t), 12.

where N is an operator with eigenvalues {1} such that z, — ; is an integer for any pair of eigen-
values 7, and #;. Because of the presence of N, the high-frequency expansion converges very
slowly even for large w. We again move to a rotating frame via the unitary transformation il
The Hamiltonian HR () in the rotating frame reads

AR(@) = N @y + V(@)™ = AR + VR @), 13.

where HR(t) = AR(t + T) is satisfied, and I:I§ =(1/T) fOTdt HR(t) is the static part of the Hamil-
tonian in the rotating frame. Again, ﬁ§ contains nonperturbative effects of periodic driving. The
high-frequency expansion will quickly converge in the rotating frame.

Later, we see in Section 3.3.3 that an interplay of resonant driving and dissipation enables us
to implement a simple quantum master equation with a nontrivial steady state.
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2.3. Floquet Prethermalization

The high-frequency expansion is a powerful tool, but we should be careful about its applicability.
D’Alessio & Rigol (66) and Lazarides et al. (67) conjectured through exact diagonalization of H
that any eigenstate of Hy in a nonintegrable system is locally equivalent to the infinite temperature
ensemble for any finite @ in the thermodynamic limit. This conjecture has been evidenced by
numerical calculations for various nonintegrable models (66-68) and is now called the Floquet
eigenstate thermalization hypothesis (ETH) (69) (but also see References 70-72 for dynamical
freezing phenomena). The Floquet ETH implies that Fr is a highly nonlocal operator, although
I:Ié") is local for not too large ». It means that the exact Floquet Hamiltonian I:IF and a truncation
I:Ié") of its high-frequency expansion with a finite » have qualitatively distinct properties. Indeed,
the nonlocality of Hy is understood as the divergence of the high-frequency expansion for any
finite w in the thermodynamic limit (66, 67). A rigorous analysis (7) indicates that the divergence
begins at an order 7y «x w/g, which is large in the high-frequency regime. When n < n, the
high-frequency expansion looks convergent.

Physically, the Floquet ETH is related to the fact that the system eventually heats up to infi-
nite temperature. The locality of FIE’” implies that a truncation of the high-frequency expansion
does not capture the heating process. Heating is a nonperturbative phenomenon in 1/w, and
PAIé") may describe the system before heating takes place. Indeed, rigorous analysis of the high-
frequency expansion has revealed that heating in quantum (7-10) and classical (73) spin systems is
exponentially slow in frequency, and a system driven by quickly oscillating external fields generi-
cally shows two-step relaxation, referred to as the Floquet prethermalization (69). On a timescale
much shorter than the heating time 7y = ¢©@/9), the dynamics is described by H". Therefore, the
system first thermalizes under ", and a prethermal state is described by a truncated Floquet—
Gibbs state pfg = e‘ﬁﬁéﬂ)/Tr e‘ﬁﬁgl>, where 7 is arbitrary as long as it is smaller than 7. Here,
B is the inverse temperature of the system at the initial state |y), which is determined by

Tr (Hé") pgg) = (Yini |IA{§") [¥ini). On a timescale longer than 7y, the system heats up to infinite tem-
perature as predicted by the Floquet ETH for Hy. See Figure 1 for a schematic of the Floquet
prethermalization.

(v(®|0ly(®)

Prethermal state
———————————————————————— (0 e = Tr Op{2

pre
,0(w/g)

Heating iy = ¢

Infinite temperature (Floquet ETH)

log t
Figure 1

Schematic illustration of Floquet prethermalization. The time evolution of (W(t)lélt//(l)) for a local observable O exhibits a two-step

relaxation. After the first relaxation, the system reaches a prethermal state described by pff?] The second relaxation is due to heating,
which occurs on a timescale Ty, which is large exponentially in w/g. Abbreviation: ETH, eigenstate thermalization hypothesis.
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The Floquet prethermalization has also been shown to occur in classical systems (74-76) and
boson systems (77, 78), which are not covered by rigorous results. Floquet prethermalization has
also been observed in recent experiments (79, 80).

2.4. Floquet Reference Frame

The decomposition of Equation 2 means that if we move to a special rotating frame via the peri-
odic unitary transformation as |y’ (¢)) = e’k(t)h//(t)), Hy plays the role of the Hamiltonian in that
rotating frame: id|y/(z))/dr = He|y'(t)). We call this special rotating frame the Floquet refer-
ence frame to distinguish it from other rotating frames introduced in Sections 2.2.1 and 2.2.2.
The decomposition of Equation 2 is therefore interpreted as follows: We can always find the Flo-
quet reference frame in which the time dependence of the Hamiltonian is completely washed
out.

When we consider a many-body system in which the Floquet ETH holds, H is too compli-
cated and the Floquet reference frame is not so convenient. Mori (81) introduced a truncated
Floquet reference frame associated with a periodic unitary transformation ¢X”©, where K®(¢) is
defined by truncating the high-frequency expansion for the micromotion operator:

n

RO =Y Adlt) 14,

k
'
k=1

The Hamiltonian in the truncated Floquet reference frame, which is called the dressed
Hamiltonian, reads as

A () = KV0 [H(t) - iﬂ KO~ (O L 7O, 15.

where we ignore terms of O[(g/w)"*1] or higher, and

L dAn+l (t)

ﬁ(") (t) = wn+l dt

16.
is called the dressed driving field satisfying V@) =V ® ¢+ T) and fOTdt V™) = 0. Remark-
ably, the truncated Floquet Hamiltonian ﬁé”) appears as a static part of the dressed Hamiltonian.
Unlike the Floquet reference frame, the time dependence of the Hamiltonian is not completely
removed. However, the dressed driving field 17(’”(1‘) is effectively weakened [17(’”(1‘) X w™"], and
we can treat it perturbatively even if the original driving field P (¢) is strong (81). As we argued in
Section 2.3, A does not induce heating. The dressed driving field 7®)(z) is therefore responsi-
ble for heating in the truncated Floquet reference frame. We summarize the above discussion in
Figure 2.

3. FLOQUET MASTER EQUATION FORMALISM

Now we explain how the effect of dissipation is taken into account. A standard setup in considering
dissipation supposes that the system of interest and the environment (or the bath) constitute a
closed system. See Figure 3 for an illustrative picture of the setup. The dynamics of the system
of interest is obtained by tracing out the bath degrees of freedom.

Theoretical formulation of open Floquet systems is almost parallel with static open sys-
tems (82). We first perform the Born-Markov approximation for exact equations of motion.
Consequently, we obtain a quantum master equation of the Redfield form (83). By considering an
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Floquet reference frame
Hy

£iK()
Laboratory frame
ﬁo + V(@)
(or suitably chosen rotating frame)

Nonlocal, Floquet ETH, full dynamics

Truncated Floquet reference frame
HP + V(1)

Local effective Hamiltonian Heating, perturbatively weak «w™

Figure 2

Brief summary of the transformation to the (truncated) Floquet reference frame. In the Floquet reference
frame, the Hamiltonian Hy becomes completely time independent but is highly nonlocal and obeys the
Floquet ETH. In the truncated Floquet reference frame, the Hamiltonian consists of an effective static

Hamiltonian Hf;’) and a perturbatively weak driving field @ (¢). Abbreviation: ETH, eigenstate
thermalization hypothesis.

ideal limit (the weak-coupling limit or the singular-coupling limit), we obtain a quantum master
equation of the Lindblad form (84, 85).!

3.1. Born—-Markov Approximation

Let us denote by Hq(t), Hy, and Hi(¢) the Hamiltonian of the system of interest, that of the bath,
and the interaction Hamiltonian, respectively. It is assumed that Hy(t) = Hy(t + T) and Hi(z) =
Hi(t + T). The Hamiltonian of the total system is given by Hr(t) = Hs(t) + Hg + Hi(t). Without
loss of generality, we can assume TrB[HI(t)] =0.

It is assumed that the periodic driving is applied only to the system of interest, but we allow
that the interaction Hamiltonian Hi(z) depends on time to consider applications to the Floquet
engineering. Indeed, as is explained in Sections 2.2.1 and 2.2.2, it is sometimes convenient to move

.y ) ( s )
Bath Hy, Bath Hy
Rotating
The system of interest frame The system of interest
Hy(1) > HE(1)
Interaction I:II Interaction H X
) | )

Figure 3

Setup of open Floquet systems. Consider an isolated system consisting of the system of interest (S) and the
bath (B) interacting with each other via Hy. Periodic driving is applied only to the system, and hence only
Hq(t) depends on time. When periodic driving is strong or resonant, it is often convenient to consider the
problem in an appropriate rotating frame, where the interaction Hamiltonian can also periodically depend
on time.

I'The quantum master equation of the Lindblad form is referred to as the Gorini-Kossakowski-Sudarshan—
Lindblad (GKSL) equation, or simply the Lindblad equation.
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to a suitable rotating frame. The interaction Hamiltonian in a rotating frame generally depends
on time, even though it is time-independent in the laboratory frame. Thus, allowing the time
dependence of Hi(t) enables us to consider the problem in a rotating frame. We also assume that
the bath is in thermal equilibrium at the inverse temperature 8, which is expressed by the density
matrix pg = e~ Py /Zy, where Z is the partition function.

The density matrix of the total system pr obeys the Liouville-von Neumann equation:

d .
3 /1O =il @), pr®] = [Ls() + Ly + Li0)] or®), 17.

where Lx(t) = —i[HX(t), -] for X € {S, B, I}. The reduced density matrix is defined as ps() =
Trg pr(f). We now assume a timescale separation tg << tgr, where 7 and tr denote the bath cor-
relation time and the relaxation time due to dissipation. Then, the Born approximation is justified,
which yields the following equation of motion for pg(z) (82) starting with an initial time #;:

0= L0+ [ ST LOL6 908 ) + Tylorw), 18

where  Li(t,t —s) = —i[Hi(t,t —5),-]  with Hi(t,t —s) = T{ef~¥ LN —5)  and
T, [pr(t0)] stands for the effect of the initial correlation between the system and the bath.
Explicitly, Z, ., [or(to)] is expressed as, in the leading order of tg/Tg,

Ty lpr(@) = Trn £a)T [0 15O 1), 19.

where 8 p1(to) describes the system—-bath correlations:
sp1(to) = pr(to) — ps(to) ® ps. 20.
Next, we perform the Markov approximation, which states that we can take the limit of

t — tp — oo in Equation 18:

fo AT L)Lt — 5)ps() ® pi) + Tosy L1 (0)]

~ /0 &5 Trg [L1()La(t, £ — 9)ps(®) @ ps] 21

which is also justified when 75/7r < 1 as well as # — # > 73 (86).

Now we put H@t) = > ,-}A(l-(t) ® ¥;, where Xi() is an operator acting to the system of interest
and ¥ is an operator acting to the bath. Here, the periodicity of Hi) implies X@t)=X@+T),
and we can always choose X;(t) and ¥; as Hermitian: X;(¢) = X;(t) and ¥; = I;;T. We also define the
bath correlation function as ®;;(t) = TrB[IA’l-(t))}j,oB] with ffi(t) = eiﬁB‘I;}e‘iHB‘ [t corresponds to a
characteristic decay time of ®;(#)]. The Born-Markov quantum master equation is then obtained:

d A A A N
S os(t) = =i [Hs@), ps®)] = 3 [ X0, Rps(t) - psOR @), 2.
where
Ry=Y" /0 ood:f(j(t,t — D), X;(t,t —s5) = Telst 55Ot — ). 23.
7

Equation 22 is called the Floquet—Redfield equation because its right-hand side is known as the
Redfield form (83).

It should be emphasized that Ri(t) depends on Hy (). Consequently, when periodic driving
is applied, we cannot use the dissipator derived for an undriven system. The dissipator should
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be modified by periodic driving. Kohler et al. (87) investigated this effect and concluded that it
becomes increasingly important when we consider stronger driving and lower temperatures.
Finally, we remark on the Markov approximation. Suppose that Equation 21 is satisfied at a
certain time #: The time evolution of the system of interest is Markovian at time z. Now this ¢ is
chosen as a new initial time: We put 7y = #. Because the time evolution should be independent of
our choice of the initial time, Equation 21 must be satisfied at 7y = #, which yields the following

equality:
Trala()sor(t) ~ / & Ty [L10) L1, — os() ® py]. 24,
0

The system-bath correlation 8 p(¢) must satisfy the above nontrivial relation during the Marko-
vian time evolution. Such correlations are called natural correlations (88). For example, the
reduced equilibrium state pg* = Trge#7 /Tr e PP is shown to satisfy Equation 24 (89). How-
ever, natural correlations do not exist for some pg. For example, when the system of interest is
in a pure state, the state of the total system must be of the product form, and thus Equation 24
cannot hold. For such an initial state, the time evolution is inevitably non-Markovian at short
times ¢ < 7 (90, 91) due to the violation of Equation 24. Then, the initial state of the Redfield
equation should be restricted to a subset of density matrices every member of which allows natural
correlations with the bath.

Equation 22 is not of the Lindblad form. It is sometimes argued that a “physical” Markovian
generator must be of the Lindblad form because otherwise the complete positivity is violated (84,
85). It should be noted that this argument implicitly assumes that the complete positivity should
be imposed to an arbitrary initial state. As we saw above, possible initial states of the Redfield
equation are restricted to a certain subset of density matrices. Then, it is not necessary to require
the complete positivity for an arbitrary initial state, and hence a physical Markovian generator
may not be of the Lindblad form. Indeed, it has been demonstrated numerically that the positivity
in a Redfield equation holds for suitably restricted initial states (88), although there is no rigorous
proof.

3.2. Floquet-Redfield Equation in the Floquet Reference Frame

We rewrite Equation 22 in a useful form. Let us move to the Floquet reference frame:
s(e) = KO (1),

o0
X(t) — eiK(t)X(t)e—iK(t) — Z X’meimwt’

. 25.
[él‘(t) — eik(t)]éi(t)e—if((t) — Z R',‘Ymeimw[.
By using Equations 2 and 23, R;,, can be expressed as follows:
jéi,m — Z‘/(; dse—iI:IF.s‘X'j’meil:lpxe—ima).rq)l_j(s). 26.
J
Equation 22 is then expressed as
d ~ .~ - i(m+Dowt | ¥ D= = Pt
st = =i [A is©)] = 30 D[R Rust) = sOR]_ - 27.

i mil=—o0
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When w is large enough, we may further expect that contributions from / # —m in Equation 27
are negligible because of a quickly oscillating factor, ¢/ + <!, We then have

st = i [ 0] - Z (K Romis@) — sOR, | 28,
which can be used as an approximation of the Floquet—Redfield equation (51, 92). If we denote
by fss the stationary solution of Equation 28, the density matrix ps(#) in the original frame will
relax to a periodic steady state p(t) = e~ KO 5o KO, satisfying pg(t) = ps( + T). We can also
write down the Floquet-Redfield equation in a truncated Floquet reference frame. It is obtained
by replacing H by I%") + V™ () and K(r) by K®(¢) in Equation 25.

3.3. Quantum Master Equations of the Lindblad Form

We have derived the Floquet—Redfield equation under the assumption of t3 < tg. In the argu-
ment so far, the timescale tg of the intrinsic evolution of the system of interest did not matter. In
the following, we derive quantum master equations of the Lindblad form in some limiting cases
depending on 7. In Section 3.3.1, we consider the weak-coupling limit Tg — oo, implying 75 <
7g in addition to 7y < tg.In Section 3.3.2, we consider another limit called the singular-coupling
limit g — 0, implying 7y < 75 in addition to 7 < Tg.

As we see in Section 3.3.1, the weak-coupling limit leads to a Lindblad equation with nonlocal
dissipator. Itis argued that the weak-coupling approximation cannot describe nontrivial balance of
heating and dissipation. By contrast, the singular-coupling limit leads to a Lindblad equation with
local dissipator. However, its steady state is the trivial infinite-temperature ensemble, which is
not of great interest in practice. In Section 3.3.3, we show that a local Lindblad equation with a
nontrivial steady state is obtained under certain conditions by using resonant driving.

3.3.1. Weak-coupling limit. If we assume ts < 7y in addition to 75 < tg, Equation 28 is
further simplified. This situation is realized in the weak-coupling limit: We consider the scaling
Hr(t) = Hs(t) + Hg + 2H(¢) and take the limit of 1 — 0 with A%¢ held fixed, which is known as
the van Hove limit (93). The scaling parameter A characterizes the strength of dissipation, and
~ A2,
In order to investigate the weak-coupling limit, let us consider the problem in the interaction
picture: g )(t) Ly Ds (t)e’HF *. The operators X, » and R, » in Equation 28 are transformed as

X0@) = X0 = 3 X, [Q00%, Kial@l= Y (@l Kol

abie,—ep=Q

1%5},3,<t):efﬂwzéi,me-fﬁlf—ZR ¢V RnlQ= ) (lRlw),

a,b:e—ep =2

29.

where recall that {¢,} are quasi-energies and {|u,)} are Floquet eigenstates. By using a rescaled
time T = A’t, Equation 28 is written in the interaction picture as

=Y Y zexp(

i m=—00Q Q'

)@M]R[]ﬁ)gﬂwmﬂ.3a

Q+§2

For small 4, the factor exp(i ] = —Q.Itis therefore a reasonable

approximation that this factor is averaged out in the limit of A — 0. This approximation is called
the secular approximation or the rotating-wave approximation in the literature (82). Actually, the
secular approximation becomes exact in the van Hove limit under certain conditions (94).
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By using Equation 26, we can express ﬁ,-,m[ﬂ] as

R.[Q] = ZX}.W[Q] /(; ds @ (s)eHmo
J

~ 1
= ZX/',M[Q] [EVU(Q +mw) + in;; (2 + mw)], 31.
J

where y;(¢) and 1;(¢) are defined as y;;(¢) = [ dt ®;;(t)e™" and n;;(e) =AP 1 % V;Z(i) Here,
P[ denotes Cauchy’s principal value integral. By using the Hermiticity of {¥7}, y;(¢) and n;(¢) are
shown to be Hermitian matrices: y ;i(¢) = y;i(¢)* and n;(e) = n;i(e)*. It is also shown that the matrix
yii(w) is positive semidefinite. When the bath is in thermal equilibrium at the inverse temperature

B, the Kubo—Martin-Schwinger (KMS) relation holds:
¥ii(e) = yji(—e)e Fe. 32.
By performing the secular approximation and substituting Equation 31 into Equation 30, we

obtain a quantum master equation of the Lindblad form, which is expressed in the Schrodinger
picture as

%ﬁs(l‘) = — [ﬁy + Hys, ﬁs]

Y Y D v+ mo) (X;-,m[sz]ﬁsx,m[sz]* -

ij m=—00 Q

1 . y
E{X,v,m[szl*xj,m[sz],ﬁs}), 33,

where H g is the Lamb-shift Hamiltonian given by

I:ILS = Z Z Z 771']'(9 + mw)x,m[gz]f)?j,m[gl 34.
ij m=—co Q
Equation 33 is called the Floquet-Lindblad equation.

Generally, the dissipator of a Lindblad equation obtained by taking the weak-coupling limit is
nonlocal even in the absence of a driving field (94). This nonlocality can be physically interpreted
in the following way: A local excitation of the system will spread over the entire system until it
dissipates into the bath.

It should be emphasized that the validity of the Floquet-Lindblad equation is severely limited
owing to the nature of the secular approximation. We have assumed tg > g for any relevant
timescale g of the system of interest. In macroscopic open Floquet systems, however, we are
typically interested in the situation in which this assumption does not hold. When the system is
driven by periodic fields, heating is obviously an important process, and hence its timescale 7y
enters into ts. We expect that some nontrivial (periodic) stationary state is realized by a balance
between dissipation and heating. Such a balance requires tr S 7, but it contradicts the weak-
coupling limit Tg — c0. In other words, the weak-coupling limit implicitly assumes that heating is
always faster than dissipation, and hence any nontrivial balance of heating and dissipation cannot
be described by the weak-coupling Floquet-Lindblad equation.

3.3.2. Singular-coupling limit. We consider another limiting procedure: 73 < tg and 75 <
tg. This situation is dealt with through the scaling I:I*r(t) = I:Is(t) + A2 Hy + A‘lﬁl(t) and 8 =
A2B (B is independent of ). We take the limit of 2 — 0 with this scaling, which is called the
singular-coupling limit. The bath correlation function is written as

®,;(t) = Trp e e :-i>~-(i) 35
Y ' jTrBe*BHB EEEAVEVA )
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In the limit of A — 0, ®;;(#) becomes a delta function. The operator Ri(t)in Equation 23 is therefore
simplified as

. N e o (1 .
R,’(t) ~ }LZ Z}(j/(; dr CDZJ(T) = )LZ Z){] (E)/,] + lT],‘j), 36.
j J

where y; = y;; > 0 and 1;; = n; are satisfied. Equation 22 then becomes

d P e R S
0= =1 | B0+ TSm0 | + S [£m0% - 8% man]. 37

This is a quantum master equation of the Lindblad form. The dissipator is local in contrast to the
Lindblad equation in the weak-coupling limit: Any local excitation immediately dissipates into the
bath before it spreads over the system.

Equation 37 has the trivial infinite-temperature ensemble as a steady state. Therefore,
the singular-coupling limit cannot describe any nontrivial steady state, unless there are other
nontrivial steady states due to some conserved quantities (95).

3.3.3. Phenomenological Lindblad equation using resonant driving. In the weak-coupling
limit, the system is described by the Floquet-Lindblad equation with a quite complicated highly
nonlocal dissipator. In the study of open quantum systems (96-98), we sometimes consider a more
intuitive “phenomenological” Lindblad equation with dissipator,

Pp =3 (Limsk! = 51EiLass)), 38,
where Lindblad jump operators {L,} are phenomenologically introduced local operators, which
may be non-Hermitian in contrast to those in the singular-coupling limit. For example, in a two-
level atom described by the Pauli matrices {6*, 7, 67} in contact with a photon bath, an excitation
of the atom by absorbing a photon is described by a Lindblad jump operator L = 6+ = (6% +
i67)/2, whereas a de-excitation by emitting a photon is described byﬁ =6"=(6%—i6")/2.Ina
Bose or Fermi particle described by the creation and annihilation operators 4! and 4, respectively,
the particle loss is described by a Lindblad jump operator L. = 4, and the dephasing is described
by L = a'a.

In this section, we present another route to the Lindblad equation from Equation 28 and
demonstrate that a certain kind of phenomenological Lindblad equation is microscopically
derived.

By using Equation 29, we have e*’ﬁFfXj,me’ﬁF‘ =Y o X;m[Q]e™. Let us substitute this
expression into Equation 26. We then have

Iéi,m = Z Z )Zvj,m [Q] /(; ds e*i(Q+mw)x(Dij (5)
7 Q

. 1
=YY Xl [Ey,.j(sz + mw) + in;; (2 + ma)):|. 39.
j o«

Now let us assume that contributions from |Q2| < @ are dominant. Because Q typically satis-
fies || S g, where recall that g denotes a characteristic local energy of Hq(t), this assumption
will be justified as long as g < w. Under this assumption, we further perform the following
approximations in Equation 39:

Vi (Q + mw) = y,i(mw) and 1ij(Q + mw) = n;;(mw). 40.
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It should be noted that Equation 40 is justified for 2 = 0 only when the temperature of the bath
is high enough or Xy ~ 0 in Equation 39. Indeed, the KMS relation y;(¢) = yi(—¢)e ™ implies
that y;(R2) can be approx1mated by a constant value only when 8|Q2| « 1. By using Equation 40,
we have

1 ) 5 |1 .
B~ 3l 1] 3000+ i) | = Y% | 3s0m) + i) |, .
J
Substituting it into Equation 28, we obtain
d 7 N oA
&ﬁs(f) =-1 [HP‘ +HL87PS(t)]

1
+ Z Z Vl](mw) < ]mpS(t) im {)(,Tm j,my IOS(t)}> 42.
l] m=—
where the Lamb-shift Hamiltonian is given by His = Y, i D me—oo i /(ma))}?fm)?]m Equation 42
is of the Lindblad form, which has a nontrivial steady state when Bw = O(1).
We now present a simple example, which leads to a phenomenological Lindblad equation (37).
Let us consider a spin chain driven by circularly polarized fields,
N

A A
As@)=>" [“’JZF —J876%, — h(e & + ¢ ”‘)], 43.
i=1

which is in contact with a free-boson bath independently at each site:

N N
[A{B = Z Z w}ei?:-r,kih',k and ﬁ] = Z 5’,‘ Z A (il,',k + i’;k)’ 44.
=1k i=1 k

where w; > 0 and A, € R. The creation and annihilation operators of bosons of the mode % in
the ith bath are denoted by ' i and b x, respectively. This model is regarded as an example of the
systems treated in Section 2.2.2: 3" 7/2 corresponds to N in Equation 13.
We shall move to a rotating frame via the unitary transformation ¢~@/2X5167 The
Hamiltonian in the rotating frame is given by
. N oA R R R N R
A =>" ( 507 = J6767, — b&f), HY =Hy, H'@)=) X@®)®F;, 45.
i=1 i=1
where X;(t) = 6t + 67 e~ and V= > Melbip + B i)+ In this model, H X does not depend on
time, and hence there is no micromotion: K(r) = 0 and we can simply put Hr = A, X;, = &;*
and X;_; = 6; . Form # £1,X,,, = 0.
Equation 42 is then written as

1

N
o0 = ~i[ A+ Pis, o8O + 3 (@) (a P00 = 516767,50)
i=1

N
+ Z y(-w) (6;,0?(1‘)6,* - 516767, ps (t)}> 46.

i=1

Here, y(¢) is calculated as y (¢) = wsgn(e)J(|e|)/(e?* — 1), where the bath spectral density J(e) is
defined as J(e) = Y, 8(wp — €)A}.

In Equation 46, the Lindblad jump operators {6} are very simple and intuitive: They represent
an excitation and a de-excitation of a two-level atom via the coupling to the bath. Furthermore,
the KMS relation y(w) = y(—w)e #* implies that Equation 46 has a nontrivial steady state when
Bw = O(1).
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4. STATISTICAL MECHANICS OF FLOQUET SYSTEMS

When an undriven system is in weak contact with a thermal bath at the inverse temperature
B, equilibrium statistical mechanics predicts that the steady state is described by a Gibbs state
¢~PAs/ Trge=Pfs . A natural question is to what extent the method of equilibrium statistical me-
chanics is extended to Floquet systems. Because the Floquet theorem offers a static description of
the long-time behavior of a closed Floquet system via the Floquet Hamiltonian Hy or its approx-
imation PAIE”), it is natural to consider a Floquet-Gibbs state ppg = ¢~ P/ Trge =PI or a truncated

Floquet-Gibbs state ,oﬁ."(); = e‘ﬁﬁ’gl)/Trse_ﬁHgl) as a candidate of the steady state in an open system.

We remark that there is an arbitrariness in the definition of prg due to the indefiniteness of
quasi-energies {g,}. In the following discussion, we choose ¢, so that it is closest to the mean
energy E, = (1/T) j;)Tdt(u,,(t)UfI (t)|u,(t)). However, there is no arbitrariness in the definition of
a truncated Floquet-Gibbs state because the high-frequency expansion naturally fixes the quasi-
energies.

The possibility of extending equilibrium statistical mechanics to Floquet systems has been in-
vestigated in various previous works. Breuer & Holthaus (48) showed that a periodic steady state
of the Floquet-Lindblad equation for a driven harmonic oscillator is given by the Floquet—Gibbs
state. In contrast, Breuer et al. (49) showed that, for a periodically driven particle in a box, the
population over Floquet states is significantly distinct from the Boltzmann—Gibbs distribution.
Ketzmerick & Wustmann (52) made a similar observation in a driven unharmonic oscillator. In
this way, the validity of equilibrium statistical mechanics depends on the specific model Hamil-
tonian, and hence general considerations have been desirable. Breuer et al. (49) and Kohn (50)
pointed out that a transition between two Floquet states with the quasi-energy difference Ae will
be accompanied by bath transitions with many different energy changes AE = —Aeg + mw with m
being an arbitrary integer, which results in the violation of the detailed-balance condition. Thus,
in general, the steady state will be distinct from the Floquet-Gibbs state.

In this section, based on the formalism developed in Section 3, we review recent studies (53-55)
investigating general conditions for the validity of equilibrium statistical mechanics to open Flo-
quet systems. In Section 4.1, we investigate the steady state of the Floquet-Lindblad equation in
the weak-coupling limit. In Section 4.2, we investigate the steady state of the Floquet—Redfield
equation at a finite system—bath coupling.

4.1. Steady States in the Weak-Coupling Limit

We investigate the steady state of the Floquet-Lindblad equation in the weak-coupling limit given
by Equation 33. For simplicity, we assume that Hy has no degeneracy. We then find that the
dynamics of the diagonal matrix elements P,(¢) = (u,|fs()l#,) in the basis diagonalizing H is
decoupled from that of the off-diagonal matrix elements. The time evolution of P,(#) obeys the
following Pauli master equation:

%Pﬂ(w = ; Wby (t) — Wi Pi(2)), 47.

where W, stands for the transition rate from the state |u;) to the state |u,), and is explicitly given
by
o0
W =3 3" viflea — &1+ moo) o Xjulug) 1| Ko l5)* 48.

ij m=—o0
for a # b,and W,, = 0 for any 4.

Without any special reason, every off-diagonal matrix element exponentially decays to zero.
Therefore, the steady state fqs is written in the diagonal form i = Y, P|u,) (u,|, where {P¥} is
the steady solution of Equation 47 satisfying >, (W,,P* — W, P*) = 0.
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When no driving field is applied, there is no summation over 7 in Equation 48. In this case,
the KMS relation yields the detailed balance condition:

VValz@_ﬂEb = %ﬂe_ﬁEﬂs 49.

where {E,} are eigenvalues of I:Is without the driving field. The detailed balance condition ensures
that the steady state is given by the Gibbs distribution P* = ¢=#% / 3, ¢=PEs,

However, under periodic driving, the system can undergo a transition between Floquet eigen-
states by absorbing or emitting 7 energy quanta. This is the physical meaning of the additional
sum over 7 in Equation 48. Importantly, the sum over 7 in Equation 48 in general breaks the
detailed balance (49, 50), and the steady state is not necessarily given by the Floquet—Gibbs state.

Here, we find the following important observation. Even when the system is subject to periodic
driving, the detailed balance condition is approximately satisfied if only 7 = 0 is dominant in
Equation 48 for any # and &. Shirai et al. (54) and Liu (53) investigated the condition for it to
happen, which we now explain below.

We first assume that

17 os
= /0 dr HHs(t)H < o. 50.

In this case, the convergence of the high-frequency expansion is guaranteed. It should be noted
that if we consider strong driving (Section 2.2.1) or resonant driving (Section 2.2.2), we must
move to the rotating frame so that Equation 50 is satisfied. Under Equation 50, the mean en-
ergy E, for any Floquet eigenstate satisfies |E,| < w, which implies |¢,| < ® in our choice of
the quasi-energies. Furthermore, the micromotion operator K() is almost zero: K(t) = O(w™).
Thus, X;(t) ~ Xi(t), and hence X;,, is approximately given by

- 1 T . .
Xiw ~ /0 dt Xi(t)e ™. 51.

When Equation 50 is satisfied in the laboratory frame, we do not have to move to the rotating
frame. In this case, X; does not depend on ¢, and hence X}M ~ 8,,1,0}2',-. Thus, 72 = 0 is dominant
in Equation 48 for any # and 4, which ensures that the Floquet—Gibbs state is realized as a steady
state. By contrast, for strong driving or resonant driving, we must move to the rotating frame to
guarantee Equation 50, and the interaction Hamiltonian HR(¢) can depend on . In this case, there
are two situations where 7 = 0 is dominant for any # and 4 in Equation 48: Either X, ~ 0 for all
m # 0 or yi(e, — & + mw) ~ 0 for all m # 0. In addition, we have to assume that
(1/7T) font H@) ~ Z;'Xi,o ® ¥; does not vanish. Otherwise, we cannot say that the term of
m = 0 is dominant.

First, we consider the possibility of Xi,m ~ 0 for all 7 # 0. This condition is satisfied when the
interaction Hamiltonian does not depend on ¢ even in the rotating frame: Xi(t) = }A(,-, and hence
Equation 51 leads to f(, m ™ 8, 0X;. Under strong driving H (t) —Hy+w f (wt)f/ the interaction
Hamiltonian in the rotating frame is given by A, R(t) = eF W e~ T@V where F ®) = fo ds £(0).
We see that it is independent of time when H; commutes with /. This situation is realized when
the periodic field is only applied to a part of the system that is not directly coupled to the bath (54).
Similarly, under resonant driving Hy (t) = Hy + wN + V (¢), the interaction Hamiltonian does not
depend on 7 when H; commutes with N.

Next, we consider the possibility of y;i(e, — &, + mw) ~ 0 for all 7 3 0. Because of Equa-
tion 50, |e, — | < , and hence &, — &, + mw ~ mw. Generally, y;(¢) decays for & greater
than a cutoff frequency w,, which corresponds to a characteristic local energy scale of the bath. If
® > w,, which physically means that periodic driving is much faster than the motion of the bath,
Yii(€a — & + mw) ~ 0 for all m # 0 is satisfied because |, — & + mw| > ..
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Let us summarize the condition for the realization of the Floquet-Gibbs state:

@ (/7) [Tdr Hﬁs(t)H < o.
(ii) Either [HI, ] =0 or w, < w. Here, A =V in the case of strong driving (Equation 8) and

A = N in the case of resonant driving (Equation 13).
@) (1/7T) fo dt Hy(¢) is not vanishingly small.

Condition i ensures that the system does not suffer from heating. However, even when i is satisfied,
periodic driving may indirectly induce excitations in the bath. Conditions ii and iii ensure that this
effect is negligible (99).

4.2. Steady States at Finite System-Bath Coupling

In macroscopic systems, condition i cannot be satisfied, and the system heats up due to periodic
driving. In a closed system, a truncated Floquet—Gibbs state pé’g is realized only in a prethermal
regime. In an open system, however, it is hopefully expected that dissipation suppresses heating
and stabilizes the truncated Floquet—Gibbs state.

Shirai et al. (55) investigated the conditions under which the above scenario is realized. To sta-
bilize the truncated Floquet-Gibbs state, we must consider a finite system-bath coupling, where
the Floquet-Lindblad equation is not appropriate. We assume that the Born—-Markov approxima-
tion is still valid, i.e., 7y < tg. In this case, the dynamics is described by the Floquet—Redfield
equation.

Because we want to consider the stability of the truncated Floquet—Gibbs state, it is convenient
to employ a truncated Floquet reference frame introduced in Section 2.4. The Floquet-Redfield
equation in the truncated Floquet reference frame is given by

(;1/35”) [H<ﬂ>+V(n)(t) ~(n)] Z Z [XI%Rw)mﬁéﬂ) ﬁéﬂ)kﬁzf]’ 52.

i m=—00

where { (") @), XI(ZJ,R(") are given by replacing K(z) by K®(¢) in Equation 25. Let us denote
by i the heating time when the system is isolated from the bath. If Tg < 7y is satisfied, the
energy absorbed from the periodic driving field immediately dissipates into the bath and heating
is suppressed. In this case, we can drop the term —i[V @), é")(t)] in Equation 52, and in the same

approximation,

)
- )~ O
R,(Z,)f ~ 2 /0' ds eszF 5;(;7261HF 55717”w:<1)ij (5) 53.

After dropping V7 ®(¢) in Equation 52, the steady state i, satisfies
[0, 5] £ DV 15 = 0, 54

where the dissipator D[] is defined as the last term of Equation 52. We now assume g~! < tg:
Dissipation is much weaker than a characteristic local energy scale. We then expect that we can
perform the perturbative expansion of g in terms of dissipation strength (100): 5 = > ) o1,
where

~i[ AP, ;] =0, 55.
i I:I:IP(-"),/);H] +DP (] =0 for I=1,2,.... 56.
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In the following, we put js = po. From Equation 55, we find that po is diagonal in the basis
diagonalizing Hé"): po =, Plu®™)(u™|, where H("> > ED ™) (u™|. From Equation 56 with
/=0, we find (D™ [po]|u) = 0, which yields

S (wer-wr)=o, 57.

b

where the transition rate I/VagZ> is given by

oo
Wi =3 > vwEP —E" +mw) (”ff’)

ij m=—00

) )
X X

u;:z)) (”SZ)

Equation 57 shows that {P,} is nothing but the steady solution of the Pauli master equation under
the transition rates {W;f)}. Thus, the truncated Floquet-Gibbs state is realized if the transition
rates satisfy the detailed balance condition.

We can repeat the same argument as in Section 4.1: The detailed balance condition is sat-

u§">>* . 58.

isfied if the sum over » in Equation 58 is dominated by 7z = 0 for all # and 4. Because the
high-frequency expansion is divergent, H and K() are highly nonlocal operators. In contrast,
the truncated ones Hg’ and K@ (z) are local when 7 < n, ~ w/ g, which plays an essential role
in the following analysis. First, we assume that {X}(t)} are local. Because K(”)(t) =0 ) ~0
for large w, Xl(;? ~ (1/T) [, dt X;(r)e=™", which is also a local operator. In general, if both X
,(7”)) decay quickly for |Q| = |E™ — E}f”)| > g (69).
It means that f(l(;;) for any Q > g is negligible. Because w > g ~ Q, we can assume that Q +
mw ~ mo for any m # 0 in Equation 58. If (1/7) fo’rdt I:II(t) ~ Z,X%) ® ¥; is not vanishingly
small, only 7z = 0 is dominant in Equation 58 under the same condition (ii) in Section 4.1.
Let us summarize the conditions under which the truncated Floquet—Gibbs state is realized in
the steady state:

and ﬁé”) are local, matrix elements (z |§~(l<:;> 7

@) g« R < TH.

(i) Either [, A] = 0 or w, < w. Here, A =V in the case of strong driving (Equation 8) and
A = N in the case of resonant driving (Equation 13).

(i) (1/7T) f o dr Hi(t) is not vanishingly small.

Condition i’ can be realized when g < o and dissipation is weak compared with g but
strong enough to suppress heating. Because of the locality of I:Ié") and K (r), condition i
(1/7T) fOTdt I1Hs(@)]] < o is replaced by ¢ < w. It should be emphasized that increasing the
strength of dissipation alone is not enough to stabilize a truncated Floquet—Gibbs state:
Conditions ii and iii are also necessary (55).

5. CONCLUSION AND OUTLOOK

In this review, we have presented in detail a master equation formalism for open Floquet systems
and discussed statistical mechanics for Floquet states. Itis found that some conditions are necessary
to apply the method of equilibrium statistical mechanics.

When one or more of these conditions are violated, the system relaxes to a periodic nonthermal
steady state (101, 102), which is not described by equilibrium statistical mechanics for H or Iflé’l) .
Such steady states will be of great importance because they can exhibit novel phases that are inac-
cessible in thermal equilibrium. Thus, it should be an important future problem to systematically
study nonthermal steady states in open Floquet systems that do not satisfy one of the conditions
given in Section 4.
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In this review, we have applied the Floquet theory to a closed system: We have investigated
the effect of dissipation by using the Floquet reference frame that is constructed without dissipa-
tion. Instead, the Floquet theory may be directly applied to the quantum master equation with
periodic time dependence (103-105): dps/dt = L(t)ps, where the generator L(t) = L(t + T)
is simply called the Liouvillian. Correspondingly to Equation 2 for closed systems, we obtain
T b Lo e 90LrE=10),91)  where G(t) is the micromotion superoperator with periodicity
G(t) = G(t + T) and Ly is the Floquet Liouvillian.

Properties of G(¢) and Ly or their high-frequency expansions have recently been studied when
L(z) is of the Lindblad form (106-109). £y may not be of the Lindblad form even if £(¢) is of
the Lindblad form for all times # (110). Schnell et al. (106) demonstrated that a two-level system
already has a phase in which the “Lindbladianity” of the Floquet Liouvillian breaks down. We
point out that the non-Lindbladianity is a consequence of the nonunitarity of the micromotion
G(t). Mizuta et al. (107) showed that the Floquet-Magnus high-frequency expansion of £ may
not be of the Lindblad form. Schnell et al. (108) showed that the Lindbladianity of the high-
frequency expansion of Ly depends on the expansion technique (Floquet-Magnus or van Vleck)
and the reference frame (the laboratory frame or a rotating frame). Ikeda et al. (109) showed that
although an effective Liouvillian obtained by truncating the high-frequency expansion of £r may
not be of the Lindblad form, a periodic steady state is guaranteed to exist at each order of the high-
frequency expansion. However, it is still an open problem to fully understand general properties
of Ly and G(¢) and their high-frequency expansions.

Another important direction of research, which could not be discussed in this review, is on
nonequilibrium dynamics at a single trajectory level. Under continuous monitoring of a quantum
system, its state | (¢)) undergoes stochastic time evolution reflecting randomness of measure-
ment outcomes. The dynamics of |y (¢)) is described by the stochastic Schrédinger equation (82),
whereas its ensemble average p(t) = Ave[|y (2)) (¥ (¢)|] follows a Lindblad equation, where Avel[-]
denotes the average over infinitely many realizations of |/ (¢)). Remarkably, even if the ensemble
average does not exhibit any singularity, a phase transition regarding the entanglement entropy
can occur at a single trajectory level (111-120). This new type of phase transition is called the
measurement-induced phase transition or the entanglement phase transition. Elucidating inter-
play of periodic driving and continuous monitoring at a single trajectory level would also be an
intriguing future problem.

Finally, although we focus on Markovian dynamics in this review, it is definitely an important
future problem to explore rich physics in the non-Markovian regime.
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