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Abstract

Single-stranded RNA molecules fold into extraordinarily complicated sec-
ondary and tertiary structures as a result of intramolecular base pairing. In
vivo, these RNA structures are not static. Instead, they are remodeled in re-
sponse to changes in the prevailing physicochemical environment of the cell
and as a result of intermolecular base pairing and interactions with RINA-
binding proteins. Remarkable technical advances now allow us to probe RNA
secondary structure at single-nucleotide resolution and genome-wide, both
in vitro and in vivo. These data sets provide new glimpses into the RNA
universe. Analyses of RNA structuromes in HIV, yeast, Arabidopsis, and
mammalian cells and tissues have revealed regulatory effects of RNA struc-
ture on messenger RNA (mRINA) polyadenylation, splicing, translation, and
turnover. Application of new methods for genome-wide identification of
mRNA modifications, particularly methylation and pseudouridylation, has
shown that the RNA “epitranscriptome” both influences and is influenced by
RNA structure. In this review, we describe newly developed genome-wide
RINA structure-probing methods and synthesize the information emerging
from their application.


http://www.annualreviews.org/doi/full/10.1146/annurev-genet-120215-035034

INTRODUCTION

RNA serves a multitude of functional roles in the cell as both a coding and a noncoding molecule.
Unlike the elegant yet simple double helix of DNA, RNA can take on a vast array of complicated
secondary and tertiary structures that in partaccount for its accentuated functionality. The primary
structure of RNA folds into a complex secondary structure with various helical defects such as loops
and bulges (Figure 1). Protein binding to RNA further contributes to a complex three-dimensional
shape. One well-known, largely prokaryotic example of the importance of RNA structure to RNA
function is the riboswitch, in which ligand binding alters untranslated region (UTR) structure,
thereby either sequestering or releasing motifs that regulate transcription, stability, or translation.
In eukaryotes, perhaps the most familiar examples of the importance of RNA structure come
from microRNAs and other small RNAs in which intramolecular or intermolecular base pairing
plays essential roles in small-RNA processing, leading to recognition and subsequent regulation
of target messenger RNAs (mRNAs).

5'ACGAUGUGGGAAGGCCCAGACAGCCAGGAUGUUGGCUUAGAAGCAGCCAUCAUUUAAAGAAAGCGUAAUAGCUCACUGGUCGAGUCGGCCUGCGCGGAAS'
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Figure 1

Structural hierarchy and complexity of RNA illustrated by the GTPase center RNA from Escherichia coli. (a) Primary structure of
GTPase center RNA, a 99-nucleotide (nt) region of large subunit ribosomal RNA. (») Secondary structure of GTPase center RNA,
including a UT1061A mutation (also present in panels ¢ and 4) in the hairpin stem that stabilizes tertiary interactions. Representative
secondary structural elements are highlighted to demonstrate the diversity of RNA structure, which includes hairpin stems, hairpin
loops, bulges, internal loops, 3-way junctions, and GU wobbles. The L11 protein binding region is in the green box. Redrawn with
permission from Reference 8. (c) Supersecondary structure of the 58-nt L11 binding region highlighting tertiary interactions (red ) and
base stacking (purple). Orange coloring in panels b and ¢ provides an aid in following the complex turns of the supersecondary structure.
Redrawn with permission from Reference 16. (¢) Crystal structure of the L11 binding region bound to L11 protein (green). Protein
Data Bank ID: 1QA6 (16).
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However, it is now becoming evident that RNA structure plays important regulatory roles
not just for specialized classes of RNAs such as riboswitches, small RNAs, and enzymatic
RNAs (ribozymes) but for essentially all RNAs, including mRNAs and long noncoding RINAs
(IncRNAs). Base-pairing changes play a simple but powerful role in gene regulation in part by
sequestering or exposing nucleotides that can interact with other RNAs, proteins, or other cellular
constituents. RNA structure thus can be considered as another, previously hidden, layer of the
genetic code that we are only just beginning to understand.

Developed over the past half-decade, experimental methods that couple RNA structure probing
with high-throughput sequencing techniques have revealed RNA secondary structures genome-
wide. Application of these methods has also revealed general principles of how structure informs
function for all classes of RNAs and particularly for mRNAs. Whereas the first generation of
such methods was restricted to in vitro applications (118), new methods developed starting in
2013 enabled genome-wide structure probing in vivo (22). This review summarizes genome-wide
methods of RINA structure analysis and current findings based on them.

PARAMETERS THAT AFFECT RNA STRUCTURE

At the most basic level, RNA secondary structure consists of base-paired and unpaired nucleotides
from which arise the stem and loop structure of hairpins, bulges, and pseudoknots in which
trans-loop base pairing occurs (Figure 1). Base pairs are either canonical (for example, A-U and
G-C) or noncanonical (among which the G+ U wobble is the most common example). Each
base pair has an associated contextual free energy. From this fundamental knowledge, along with
extensive experimental measurements on melting of short oligonucleotide structures, a set of
nearest-neighbor parameters, so-called Turner rules (76, 128), was developed. These rules can be
applied to a given RINA sequence to predict its secondary structure via free energy minimization,
and they form the basis of in silico methods of RNA structure prediction, as provided in several
widely used programs, e.g., RNAstructure (87), the ViennaRNA package (66), and Mfold (73).
Elevated temperatures tend to unfold RNA; thus, the RNAstructure program (69) and ViennaRNA
(66) have incorporated temperature as a component of structure prediction.

However, in silico predictions fall short of predicting the actual structures of complex RNA
polymers (18). Although the most prevalent in silico methods employ free energy minimization,
this approach is not fully parameterized by experimental data. Indeed, such parameterization is an
essentially impossible task given the number of variables that affect RNA structure. For instance,
cations strongly influence RNA structure, especially Mg?*, which tends to promote secondary
and tertiary folding, and heavy metals, which tend to unfold RNA. In addition, pH, compatible
solutes, and crowding all have various and complex effects on RNA structure. Even though these
variables can be explicitly defined in vitro, their concentrations in living systems often remain
poorly defined and/or highly modulated, such that exact reproduction in the test tube of in vivo
conditions remains impossible.

The living cell adds still more layers of complexity. Interactions with other molecules such
as binding of RNA by proteins and small molecules (e.g., those operating in the aforementioned
riboswitches) can have profound effects on RNA structure. Enzymatic reactions can affect RNA
structure via covalent modification of the RNA, which can alter RNA stability (38, 90), or via
unwinding in the case of RNA helicases. Moreover, all living systems expend energy to exist in a
non-lowest free energy state, yet free energy minimization approaches assume that all RNAs in a
system have reached equilibrium. In fact, there is extensive evidence that some RNAs fold to bio-
logically relevant structures that are not the minimum free energy configuration (15, 127). Finally,
absent very specific experimental conditions in the test tube, such as high Mg”* concentrations,
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even highly structured RNAs tend to exist across a population of states rather than populating a
single explicit structure. Modeling such biologically relevant population heterogeneity is a current
major challenge even for purely in silico structure prediction.

For all the above reasons, improved prediction of RNA structure in living systems has re-
quired the development of wet bench methods to query RNA structure, and the need to derive
general structure-function principles has required that such methods be applicable genome-wide.
Further, because it is impossible to faithfully recapitulate in vitro all the physicochemical and
enzymatic aspects of living systems, the most biologically informative structure-probing methods
will be those that can be applied in vivo. As stated above, most RNAs cannot be well predicted
using only thermodynamic parameters (so-called in silico methods); rather, experimental data are
incorporated to restrain in silico prediction algorithms and yield-predicted structures (75, 101).
Figure 2 illustrates the dramatic differences that can arise when an RNA structure is predicted
purely in silico versus when it is restrained by experimental information on folding derived from
Structure-seq (21, 22), one of the new in vivo structure-probing methods discussed in this article.

METHODS OF GENOME-WIDE EXPERIMENTAL RNA
STRUCTURE PROBING

Technique development has played critical roles in many landmark discoveries in RNA biology
and chemistry. For instance, sequencing of RNA and DNA was made possible by advances in RNA
chemistry such as methods for chemical modification of the bases and dideoxy sequencing, and
revolutions in cloning and genetics resulted from major developments in molecular biology such
as the polymerase chain reaction. Methods for genome-wide probing of RNA are also advancing
rapidly. In just the past 2-3 years, techniques have been developed to probe RNA structure in vivo
across the genome. This has been achieved by combining methods to modify RINA using chemicals
and enzymes developed within the past 2040 years with methods using deep sequencing developed
within the past 10 years. Continued improvement of these methods is critical, as it will open new
doors into genomics and RINA biology and their applications.

Short Historical Perspective on Non-Genome-Wide
Methods to Probe RNA Structure

It is instructive to consider briefly the development of non-genome-wide methods to probe RNA
structure. When the structure of double-stranded DNA was determined in 1953, RNA also seemed
likely to base pair, even though it is single stranded. In 1956, Rich & Davies (88) solved a fiber X-
ray diffraction structure for double-stranded RNA comprising the abiological polymers poly(rA)
and poly(rU) that was a right-handed double helix with base pairing and stacking akin to that of
double-stranded DNA. Additional insights into RNA structure were obtained in the 1960s when
researchers found that single-stranded RNA could stack through local van der Waals’ interactions.

Figure 2

RNA folds differently in silico and in vivo. Messenger RNA RCI2A (Rare-Cold-Inducible 2A; AT3G05880) from Arabidopsis folded using
RNAstructure (110) (#) without and (b) with in vivo restraints from Structure-seq (22). Redrawn with permission from Reference 22.
(¢) Circle-compare plot of structures shown in panels # and 5. The plot shows the nucleotides that are base paired in both structures
(cyan), those that are base paired only in the in silico—predicted structure ( purple), and those that are base paired only in the in
vivo—predicted structure (red). The same color coding is used in the structures in panels # and 4.
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Stacking of RNA was first described for simple systems, homoribopolymers and dinucleotides,
using spectroscopic methods of optical rotary dispersion (13) and nuclear magnetic resonance (4).

The structure of transfer RNA (tRINA) was the first to be determined for a biological RNA. The
impact of this structure on RINA biology and chemistry cannot be overstated. The structure was
determined through a variety of methods that built quickly upon each other. In 1965, the sequence
of tRNA*? was determined and manually folded to form A/U and G/C base pairs (36), and three
possible structures were deduced. Soon thereafter, other tRNA sequences were determined and
folded, and upon comparison among them only one common fold, the now familiar cloverleaf, was
found. This was one of the first comparative analyses of RNA structure, and such comparative,
sometimes termed “phylogenetic,” methods remain powerful approaches for defining the base-
paired structure of an RNA in vivo.

To assess experimentally the secondary structure of the cloverleaf model, a method of oligonu-
cleotide hybridization was developed in 1972 in which tRNA was challenged with short tetramers.
If the tetramers hybridized, then the target region of tRNA was deemed single stranded (113). A
year later, researchers solved a crystal X-ray diffraction structure of tRINA (47) and found it to be
consistent with this secondary structure. This crystal structure provided a paradigm shift in the
understanding of RNA structure and function. For the first time, secondary and tertiary elements
such as loops, bulges, and junctions were visible. This structure demonstrated that RNA can have
a complex three-dimensional fold, not unlike a protein, resulting in myriad implications for func-
tion of tRNA specifically and RNA generally. For instance, appreciating how tRNA could link to
amino acids as an adaptor for translation presaged envisioning how a molecule of the complexity
of RNA could recognize small molecules in riboswitches and catalyze reactions in ribozymes.
The molecular complexity of RNA, revealed in the seminal structure of tRINA, anticipated the
biological complexity of RNA we now know.

The methods used in these early studies—fiber and crystal X-ray diffraction as well as opti-
cal rotary dispersion and nuclear magnetic resonance spectroscopy—are not readily applicable to
studying RNA in a high-throughput manner or in vivo. Phylogenetic analysis of RNA, although
powerful and based on biological comparisons, requires extensive well-annotated sequence infor-
mation across genomes from distant life forms. Thus, new experimental approaches had to be
developed to probe the structure of RNA directly.

Secondary Structure Probing

Two general classes of reagents are used to probe RNA structure: enzymes and chemicals
(Table 1). Both provide specific information on various aspects of RNA structure (26). RNases
used to probe RNA sequence cleave the RNA sequence at defined structural locations. For in-
stance, RNase V1 cleaves RNA in base-paired regions, although the structural specificity is not
absolute (68). By contrast, RNases S1 and P1 generally cleave RNA in unstructured regions, al-
though these enzymes may miss small bulges or loops (114). By combining the results of various
enzymatic treatments, the base-paired and unstructured regions of a given RNA can be largely de-
termined. However, this method is not amenable to in vivo probing of RNA structure: These large
enzymes are not membrane permeant, and some of the enzymes, e.g., RNase V1, require non-
physiological Mg?* concentrations for activity (49). Because Mg?* also promotes RNA folding,
this can be problematic if attempting to equate in vitro with in vivo structures.

In general, nucleic acids are chemically unreactive, which provides robustness to the genetic
material. Nonetheless, chemists have devised reagents that modify the functional groups on
the Watson-Crick (WC) face of the base, the top of the base (Hoogsteen face), or the sugar-
phosphate backbone. On the WC face, adenosine and cytidine react with alkylating reagents such
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as DMS (dimethyl sulfate), whereas guanosine and uridine react with the carbodiimide modifying
reagent CMCT [I-cyclohexyl-3-(2-morpholinoethyl)carbodiimide metho-p-toluenesulfonate].
Other chemicals react with the sugar-phosphate backbone and are thus not specific to an indi-
vidual nucleotide. These include the SHAPE (selective 2’-hydroxyl acylation analyzed by primer
extension) reagents that acylate the 2'-OH of the sugar (125). To date, most studies have used only
one of these chemical reagents. However, each reagent has its advantages, and carrying out parallel
studies with different reagents will likely give the most comprehensive view of RNA folding.

Once RNA is modified or cleaved, whether by a chemical or an enzyme (Table 1), the sites of
reactivity must be determined. Different probing techniques require different readout methods.
As RNases cleave the RNA backbone, RNA structure can be determined by analyzing the cleavage
sites either using end-labeled RNAs, separated by PAGE (polyacrylamide gel electrophoresis) or
capillary electrophoresis, or using reverse transcription where the primers run off at the sites of
cleavage; the latter approach is amenable to genome-wide methods. Chemicals such as DMS and
CMCT that react on the WC face of the nucleobase block reverse transcription by preventing
base pairing. SHAPE reagents that react with the sugar-phosphate backbone add bulky groups
that also block reverse transcription. Both cleavage reactions and reverse transcription-blocking
reactions are directly transferable to creating genome-wide libraries; as such, historically gel-based
methods can be readily adapted to next-generation sequencing methods to determine the structure
of RNAs in a high-throughput manner.

In Vitro Genome-Wide Methods

The first genome-wide RINA structure-probing methods involved enzymatic probes, which can
be used only in vitro. FragSeq (fragmentation sequencing) (114) probes the RNA structure with
RNase P1, which cleaves single-stranded regions (Table 1). The scoring reported in FragSeq uses
ratios of nuclease to control treatments to account for any natural degradation. PARS (parallel
analysis of RNA structure) uses RNase V1 and nuclease S1 to cleave the RNA at double-stranded
and single-stranded regions, respectively (Table 1). After next-generation sequencing, a PARS
score is generated, which is a ratio of V1 to SI reads and effectively reports on the double-
strandedness of RNA (43). One advantage of PARS is that it can reveal regions of the RNA
that adopt more than one fold in different copies of the same molecule, as both V1 and S1 will
cleave at the same region. PARS has also been adapted to include PARTE (parallel analysis of
RNA structure with temperature elevation), which allows calculation of RNA folding energies by
measuring RNA structures at different temperatures (119). These three methods have been applied
using a biological pH (pH 7-7.5) but at typical in vitro structure-probing concentrations of Mg?*
(5-10 mM) and monovalent salt (100-150 mM NaCl), which are well above the physiological
levels of Mg?* of ~0.5-1 mM in eukaryotes (65) and 2 mM in prokaryotes (71, 111).

Although many interesting findings arise from observations of RNA structure, one key chal-
lenge is to understand the role proteins play in affecting RNA structure. PIP-seq (protein inter-
action profile sequencing) was developed to partially address this challenge. PIP-seq (99, 100)
uses RNase V1 and a single-stranded RINA-specific RNase (RNase ONE) to cleave double- and
single-stranded regions of RNA on two pools of RNA, one of which is untreated and one of which
is treated with Proteinase K to remove all proteins (Table 1). Although conceptually this method
provides information on both protein binding and RNA structure, this type of analysis may have
inherent problems because it assumes the RNA structure remains static upon removal of proteins.

RNA structure also can be affected by the solution environment chosen for in vitro studies.
In PIP-seq, the buffers used for single-stranded and double-stranded nuclease probing are not
identical (32) (Table 1), which could be problematic. In some studies, free Mg”*, in particular,
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which promotes RNA folding, is absent (removed by the addition of EDTA) in the RNase ONE
treatment but not in the V1 treatment. Thus, a given RNA species could have assumed a different
structure during RNase ONE probing versus V1 probing. In sum, although PIP-seq may provide
information regarding protein-binding sites, there are significant cautions in its application to
deduce RNA structure.

Chemical-based methods provide an alternative approach to probe RNA structure genome-
wide in vitro. For example, CIRS-seq (chemical inference of RNA structures followed by massive
parallel sequencing) (40) uses DMS and CMCT to react with the WC faces of A/C and G/U,
respectively. CIRS-seq thus provides nucleotide resolution on all four bases. Prior to CIRS-seq,
genome-wide analyses had used only DMS, but those applications were in vivo (see next section).
To date, CIRS-seq probing has been performed after protease-based removal of the proteins
associated with the RNA and at pH 8.0 with 10 mM Mg’* and the addition of 0.5% NP-40,
which could alter the folding of the RNA (Table 1).

SHAPE chemicals modify the sugar of the sugar-phosphate backbone and provide information
on the flexibility of all four nucleotides, wherein flexibility is a general indicator of the absence of
base pairing (125). These chemicals have been used in a variety of genome-wide methods. Typ-
ically, SHAPE modification provides a stop in reverse transcription. A variation on this method,
SHAPE-MaP (98, 103), uses mutational profiling to analyze the position of a SHAPE reaction
under in vitro biological-like conditions, chosen by these authors to be pH 8.0, 200 mM mono-
valent salt, and 3 mM Mg?* (Table 1). This method modifies the solution conditions of a typical
reverse-transcription reaction to encourage a nucleotide mutation at the SHAPE-modified nu-
cleotide (Table 1). These mutations are then identified by next-generation sequencing, wherein
the site of mutation is inferred to be single stranded in the original fold. The major technical
advantage of this method is that the polymerase reads through the mutation, thereby allowing
multiple mutations to be detected in a single RNA molecule. Mutational profiling analysis is par-
ticularly useful for identifying correlations between two positions within a single RNA but has the
drawback that mutational profiling analysis requires much deeper sequencing to confidently call a
nucleotide single stranded because there may be mutations incorporated during library prepara-
tion unrelated to a SHAPE adduct. This method has the potential to become an in vivo probing
method by incorporating one of the cell-permeable SHAPE reagents (102, 105).

In Vivo Genome-Wide Methods

Prevailing structures often differ in vitro versus in vivo (129), owing to the influence of the cellular
environment on RNA structure. Thus, although some information can be gained from in vitro
genome-wide RNA structure analysis, to answer biological questions in vivo RNA structure prob-
ing is important. Currently, the only chemical that reacts with the WC face of nucleotides and that
has been used in in vivo genome-wide methods is DMS. Although DMS reacts with only A and
C, this reactivity performs as well as does SHAPE reactivity for RNA structure prediction (17).
Structure-seq (22), DMS-seq (91), and Mod-seq (108), which were all developed at almost the
same time, use DMS to react with RNNA in vivo. After RNA extraction, these methods use reverse
transcription to identify the sites of reaction identified by a stop in the extension (Table 1) (for a
more comprehensive analysis of the differences between these three methods, see Reference 54).
Of these methods, Structure-seq has certain advantages: It converts the RNA to DNA early in
the experimental pipeline, thus requiring fewer manipulations with the more labile ribonucleic
acid, and has a powerful and user-friendly computational pipeline (110) for which open access is

provided in the Galaxy environment (https://usegalaxy.org/).
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As mentioned above, certain SHAPE chemicals can also be used to map RNA structure in
vivo (105). One method using an icSHAPE (in vivo click SHAPE) reaction (106) enriches for
SHAPE-modified RNA segments via biotin-streptavidin isolation (Table 1). This isolation is
possible because a copper-free click reaction produces a modified SHAPE chemical attached to a
biotinylated moiety. Because SHAPE methods probe the sugar-phosphate backbone, icSHAPE
provides information on the flexibility of all four nucleotides.

Studying RNA structure in vivo is important, but there are a few limitations to the methods
currently available. Particularly, there are no chemicals known to modify double-stranded regions;
thus, direct information is available only on single-stranded regions from studies based on chem-
ical reactivity, both in vitro and in vivo. The protection from reactivity offered by protein binding
further compounds this issue. Therefore, lack of reactivity in chemical probing studies could be
due either to the RNA section being double stranded or to a protein binding the region. Never-
theless, the presence of reactivity is a highly reliable indicator of single-strandedness (22), and this
information alone can greatly restrain RNA structure prediction. As such, although some areas
in genome-wide methodologies need further development (discussed in Challenges and Future
Directions, below), current technologies are very valuable because they make possible acquisition
of substantial knowledge about a system; for instance, reactivity changes at single-stranded regions
provide information about RNA switching as well as the binding and unbinding of proteins. In
addition, much can be learned concerning changes in RNA structure and protein binding by com-
paring DMS reactivity readouts across, e.g., environmental conditions or developmental stages.

Methods to Identify Natural RNA Modifications Genome-Wide

Whereas natural modifications present in tRNA and ribosomal RNA (rRNA) have been known
for many years (34), only since 2014 have genome-wide modifications been described. Recently,
five RNA modifications—N¢-methyladenosine (m®A) (23, 62), pseudouridine () (14, 93), N!-
methyladenosine (m'A) (24, 59), 5-methylcytosine (44, 45, 107), and 2’-O-ribose methylation
(7)—were identified genome-wide; the first three have also been associated with aspects of mRNA
structure. As these modifications are covalent changes, they are stable; thus, in vitro studies can ac-
curately report on their location. m®A, which does not modify the WC face, was initially identified
using antibody-based techniques (23) to pull down regions of RNA with modifications, whereas
P was identified by a chemical reaction with CMC (N-cyclohexyl-N9-(2-morpholinoethyl)-
carbodiimide metho-p-toluenesulfonate), which modifies the 1\ and provides reverse-transcription
stops (14, 93). m'A has been identified in toto in mRNA by liquid chromatography-tandem mass
spectrometry, whereas antibody-based pulldowns coupled with next-generation sequencing have
been used to map m!A-containing sequences genome-wide (24, 59). m!A modifies the WC face;
thus, it can also be identified by its induction of a combined stop and mismatch profile in reverse
transcription (112). Biological implications of structural signatures associated with {, m®A, and
m'A are described below.

INSIGHTS FROM EXPERIMENTAL GENOME-WIDE STUDIES
OF THE RNA STRUCTUROME

Results from single-gene studies on RNA structure-function relationships, particularly for
mRNAs, are being reassessed and extended using data from transcriptome-wide analyses. These
studies are also uncovering new meta-properties—phenomena that would not be evident from
studies on individual transcripts but that emerge upon collective analysis of large-scale data sets.
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Next, we summarize meta-properties of the RNA structurome that have clear statistical support
from genome-wide studies but whose functional impact and molecular bases often remain poorly
understood. Subsequent sections then summarize meta-properties that are correlated with RNA
modification, processing, stability, and translation.

This field is at a nascent stage. To date, experimental structuromes have been generated for
only a few systems. The first RNA structurome to be described was that of the HIV-1 RNA
genome, which was probed in vitro by Weeks and colleagues using their SHAPE method (125).
Since that seminal publication in 2009, RNA structure has been probed genome-wide in yeast,
Escherichia coli, Arabidopsis, Drosophila, Caenorbabditis elegans, and mouse and human tissues and
cell lines (Table 2). As more species, systems, and conditions are analyzed, it will be important to
ascertain which results reinforce the principles described in the following sections and summarized
in Table 2 and which may reveal heretofore unenvisaged mechanisms of RNA structure control.
An overview of phenomena related to RINA structure and revealed via genome-wide studies is
provided in Figure 3.

Meta-Properties of RNA Structuromes

The complete RNA structurome includes structural data on all classes of RNAs, both coding and
noncoding. A few genome-wide studies have compared the extent of structure as a characteristic
of noncoding RNAs versus mRNAs. Through an analysis of the temperature dependence of RNA
unfolding in vitro using PARTE, Chang and colleagues (119) found that yeast noncoding RNAs
(rRNA, tRNA, small nucleolar RNA, small nuclear RNA) melted at a higher temperature than did
mRNAs. mRNAs showed the greatest variance in 7, consistent with their highly diverse nature.
Compared with mRNA, more double-strandedness, indicative of greater secondary structure,
was found in rRNNAs, tRNAs, microRNAs, small nucleolar RNAs, and small nuclear RNAs of
an Arabidopsis in vitro structurome (130). Robust structure in noncoding RNAs is expected given
their biological roles and mechanism of action.

Genome-wide structure-probing methods that include a poly(A) selection step result in under-
representation of small RNAs, and most genome-wide structure analyses have focused on mRNAs.
One robust meta-property of mRINA structuromes is a triplet repeat pattern of predicted struc-
ture and/or reactivity that is present along the coding sequences (CDSs) of mRNAs but absent
from UTRs. This phenomenon is recurrent in structuromes in silico (95), in vitro (19, 40, 43,
119), and in vivo (22, 106) and has been observed in multiple organisms, including E. co/i (19),
yeast (43, 119), Arabidopsis (22), and mouse (40, 106) and human (120) cell lines. The underlying
basis of the triplet repeat—whether completely inherent in sequence, imposed by experimental or
cellular conditions that affect RNA folding and reactivity, and/or somehow emergent from biases
in library construction—has yet to be resolved, nor is it known why natural selection may have
favored such a pattern. We hypothesize that functionally the triplet repeat may provide a register
that minimizes ribosome slipping during translation (i.e., ribosomes advancing two or four nu-
cleotides instead of three), but this is only speculation at present. The triplet repeat is not simply
imposed by ribosome association because it is seen in deproteinized in vitro samples (Table 2).

Another meta-property observed in multiple in vivo mRNA structuromes but with unknown
functional consequences is an overall difference in average reactivity/RNA structure between the
CDS and UTRs. The relative extent of structure between the CDS and UTRs appears to vary in an
organism-specific manner (see Table 2). Moreover, this relationship may vary in different cellular
compartments. For example, within Arabidopsis, both in vitro (57) and in vivo (22) analyses of
total mRNA structure showed the CDS was more structured than were the UTRs. By contrast, in
vitro analysis (32) of nuclear-localized transcripts, presumably enriched in pre-mRNAs, showed
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Relationships between RNA structure and cellular conditions and processes. Effects of various cellular conditions and processes on
RNA structure, and vice versa, are illustrated. Various hairpins indicate RNA structure, although numerous additional forms of
structure will exist. Abbreviations: CDS, coding sequence; SNP, single-nucleotide polymorphism; UTR, untranslated region.
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the CDS was less structured than were the UTRs. Taken at face value, these results suggest
that, compared with pre-mRNAs, RNA-processing events increase average structure within the
processed CDS or decrease average structure in the UTRs. Why evolution may have selected for
varying structural patterns in different organisms or cellular compartments remains an intriguing
question.

Another type of meta-analysis involves comparison of in vivo versus in vitro structuromes.
Meta-analyses from the Weissman lab suggest caution should be exercised in drawing conclusions
from studies of in vitro structuromes (91). They performed a direct comparison of in vitro and
in vivo structuromes of yeast and found the in vivo structurome was less structured overall than
was the in vitro structurome (91). Although this result was initially unexpected, in retrospect it is
perhaps less surprising because most in vitro analyses are typified by high Mg?* concentrations,
which tend to promote folding. Indeed, Rouskin et al. (91) found that as buffer concentrations
of Mg?** were lowered to 1 mM, significant unfolding of the in vitro structurome occurred.
They further demonstrated that experimental ATP depletion in vivo resulted in a more in vitro—
like structurome. This result suggests that energy-dependent processes, e.g., helicase unwinding
of RNA, play important roles in reducing overall RNA structure in vivo. Spitale et al. (106)
subsequently demonstrated that mouse embryonic stem cell lines also show less RNA structure
in vivo than they do in vitro, particularly in mRNAs. A similar phenomenon was observed for the
RNA genome of satellite tobacco mosaic virus when probed within the virion or in vitro (2).

Meta-Properties Relating RNA Structure and mRINA Processing

Nascent mRNAs are subjected to numerous processing steps, including capping, splicing, and
polyadenylation. During and after export from the nucleus, still more levels of regulation occur,
most prominently those associated with subcellular localization, translation, and turnover. Asso-
ciation with proteins (30, 41) can be fleeting or, as in the case of the ribosome, more long-lived.
As revealed by previous single-gene studies and increasingly by RNA structurome analyses, RNA
structure affects all stages of RNA processing. Conversely, throughout the lifetime of an individ-
ual RNA molecule, changes in the subcellular environment and in protein association can affect
RNA structure in ways that are only beginning to be revealed by high-throughput RNA structure
studies.

Alternative polyadenylation. Alternative polyadenylation occurs by cleavage and polyadenyla-
tion at alternative sites within the 3’ UTR or, infrequently, within introns or exons. Resultant
differences in the sequence can affect all aspects of mRINA processing and utilization, including
splicing, subcellular localization, translation, and degradation (27, 77). Alternative polyadenyla-
tion is common in both mammals and plants. Whereas sequence signatures have been identified
for alternative polyadenylation sites (27) and secondary structure has been proposed to influence
polyadenylation efficiency (48) and site selection (33), a possible role for RNA structure has been
assessed in only two experimental genome-wide structure studies to date (22, 32). In plants, 50-
80% of pre-mRINAs can undergo alternative polyadenylation (39, 97). Using in vivo Structure-seq
analysis on Arabidopsis seedlings, Ding et al. (22) found that sites known to undergo alternative
polyadenylation exhibit a region of low DMS reactivity at nucleotides —22 to —15 (i.e., upstream
of the cleavage site) and a region of high DMS reactivity, indicative of low structure, at nucleotides
—1to 5 (i.e., crossing and downstream of the cleavage site). They also found that this pattern was
not simply due to nucleotide composition. In vitro analysis of the nuclear Arabidopsis structurome,
however, failed to reveal a structure signature associated with alternative polyadenylation sites
(32).
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Splicing. By combinatorial mathematics alone, alternative splicing, in which inclusion or exclu-
sion of introns or exons allows a single gene to encode multiple protein isoforms, vastly increases
the information content of the genome. Approximately half the genes in the model plant species
Arabidopsis and rice and essentially all human genes (79, 83) are subject to alternative splicing,
and investigators have proffered the idea that the extent of this phenomenon may functionally
correlate with organism complexity (79, 83). RNA structure can regulate splicing (10, 79) in at
least three ways: (#) by affecting assembly of the actual spliceosome; () as a component of motifs
recognized by splicing factors, i.e., proteins that regulate splicing; and (c) by altering base pairing
in ways that affect splicing choice or efficiency, independent of protein binding. As described be-
low, transcriptome-wide information on RINA structure is starting to illuminate all three aspects
and should help the field to move from case-by-case analyses (for reviews, see 10, 79, 83, 124) to
general principles.

Spliceosome assembly. The spliceosome is a large ribonucleoprotein complex that assembles on
and interacts with the 5 splice site, the 3’ splice site, and a branchpoint region within the intron.
Structure at any of these sites can affect splicing (42). In human lymphoblastoid cell lines from a
parent-offspring trio subjected to in vitro structurome analysis with nucleases (PARS), a structure
signature was observed at exon-exon junctions wherein the final AG dinucleotide at the end of the
donor (5”) exon tended to be less structured, whereas the first nucleotide of the acceptor (3’) exon
tended to be more structured (120), indicating that these structural aspects could constitute part
of a structural signature for efficient spliceosome recognition. Single-nucleotide polymorphisms
(SNPs) in the trio could also have large or minimal effects on structure; those in the first category
promoted alternative splicing to a greater extent than did those that had minimal effect on structure
(120).

The first in vivo genome-wide analysis of structure at alternative splice sites was performed in
Arabidopsis. When DMS reactivity was characterized transcriptome-wide for Arabidopsis mRNAs
susceptible to alternative splicing, significantly lower DMS reactivity was found at the 3’ end of
the donor exon (5’ splice site) for transcripts in which alternative splicing had not occurred; no
signature of reactivity was found at the 5" end of the acceptor exon (3’ splice site) (22). In contrast
to in vitro results from human lymphoblastoid cells (120), no pattern in donor or acceptor exon
DMS reactivity was found for spliced events in Arabidopsis. As such, RNA structure at the 5" end
of the acceptor exon may suppress alternative splicing of these genes at the developmental stage
assayed (whole etiolated seedlings), perhaps by interfering with spliceosome binding. A nucleotide
composition control ruled out the possibility that the observed low reactivity in the donor exon
of unspliced events arose from sequence bias. However, protein protection cannot be ruled out as
an alternative or contributing factor to low DMS reactivity.

When Gosai, Gregory, and colleagues performed a transcriptome-wide study of protein bind-
ing to Arabidopsis nuclear mRNAs, ~40% of which were unspliced pre-mRNAs, they observed a
protein-binding pattern that was a partial match to the above-mentioned DMS reactivity pattern
(32). For sites subject to intron retention rather than constitutive splicing events, protein protec-
tion was greater in the 40 nucleotides upstream of the 3’ end of the donor exon, consistent with
the low DMS reactivity in this region observed by Ding et al. (22). However, Gosai et al. (32)
also observed elevated protein protection within the intron and at the 5" end of the acceptor exon,
regions where Ding et al. (22) had not reported low DMS reactivity. Gosai et al. (32) proposed
that within-intron protein binding inhibited spliceosome assembly, thus promoting intron reten-
tion. They also reported an overall inverse relationship in Arabidopsis between protein binding and
the extent of in vitro structure at sites of alternative splicing, although cause-effect relationships
remain to be determined.
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RNA sequence and structure motifs of splicing factors. Many dozens of proteins regulate splicing
(29). Two prominent families of these proteins are the SR factors, which (with some exceptions)
promote splicing, and the heterogeneous nuclear ribonucleoproteins (hnRINPs), which (with some
exceptions) inhibitsplicing (11). Computational approaches or experimental methods such as PAR-
CLIP (photoactivatable ribonucleoside-enhanced cross-linking and immunoprecipitation) and
iCLIP (individual-nucleotide cross-linking immunoprecipitation) have identified sequence motifs
for many splicing factors. However, different methods yield different results, and not all enriched
motifs can be associated with a splice factor (29). These discrepancies suggest that sequence
alone is an insufficient predictor of splice-factor binding sites, a premise supported by two recent
genome-wide studies.

The first study investigated hnRNPC, an hnRNP that contains two RNA recognition motifs
that favor binding to polyU tracts (50). Parallel transcriptome-wide analysis of m°A covalent
modifications by m°A immunoprecipitation with anti-m®A antibody and of hnRNPC binding
sites by PAR-CLIP revealed overrepresentation of m®A sites in RNA regions associated with
hnRNPC-binding targets (63). On the basis of biochemical studies with specific hnRNPC targets,
the authors (63) proposed that m°A in the complementary strands of U-rich hairpins promotes
hnRNPC binding by weakening the hairpin secondary structure. Support for m®A regulation
of RNA structure and hnRNPC binding as a genome-wide mechanism was provided by the
observation that knockdown of two m°A methyltransferases reduced hnRNPC binding at more
than 2,500 sites and also affected alternative splicing, promoting intron exclusion as deduced from
the reduced presence of intron-exon junctions in RNA-Seq data (63).

The second study focused on the “feminizing locus on X” (Fox) family of RNA-binding pro-
teins, which function in tissue-specific control of RNA splicing. Spitale and colleagues (106)
combined in vivo and in vitro icSHAPE structure data with the known UGCAUG sequence
targets of the RNA-binding protein Rbfox2 (fox-1 homolog in mouse) identified from iCLIP
experiments. Their study showed significantly improved predictions of Rbfox2-binding sites in
mouse embryonic stem cells compared with those from sequence alone. It is a virtual certainty
that the binding of essentially all splicing regulators is similarly regulated by combined patterns
of sequence and structure. Transcriptome-wide RNA structure analysis combined with computa-
tional and experimental sequence searches provides a powerful tool to elucidate these signatures
with greater confidence.

Regulation of splicing by non-protein-bound RNA structures. Alternative splicing can also be
affected by RNA structural motifs that do not directly interact with splicing factors or with the
spliceosome. Given computational predictions of RNA structure, stem-loop structures were hy-
pothesized to form downstream of Rbfox-binding sites to bring distally bound Rbfox proteins into
proximity with their exon targets. In support of this hypothesis, targeted analysis on exon 11a of the
enabled homolog (ENAH) gene showed that experimental disruption of the predicted stem struc-
ture impaired splicing, whereas mutations that strengthened base pairing in the stem improved
splicing efficiency (67). Improved structure prediction afforded by in vivo probing will facilitate
identification of such novel structure-based mechanisms across the entire RNA structurome.
One of the most dramatic examples of long-distance regulation of alternative splicing by RNA
structures that interact with neither the spliceosome nor splicing factors is regulation by the
eukaryotic thiamine pyrophosphate (TPP) riboswitch (79), which is present in the 3’ UTR of
the TPP gene of fungi, algae, and plants (117). In the fungus Neurospora crassa, TPP binding
favors a long-distance (>500 nucleotides distant) base-pairing interaction that loops out internal
5 splice sites, thereby favoring a specific alternative splicing configuration (58). In contrast to the
approximately two dozen experimentally validated classes of riboswitches in prokaryotes (9), the
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TPP riboswitch is the only known eukaryotic riboswitch identified to date, but high-throughput
screening for metabolite effects on RNA structuromes may identify eukaryotic RNA sequences
that perform as functional riboswitches, perhaps with the involvement of proteins.

Stability and degradation. The stability of an RNA molecule within the living cell can be consid-
ered in terms of both its structural dynamics and its lifetime, i.e., its susceptibility to degradation.
A study of the yeast structurome (119) found evidence that these two variables are interrelated.
Analysis of in vitro structural stability using PARTE, coupled with transcriptome analysis, showed
that mRINAs with low average melting temperatures (i.e., less structure) decreased most rapidly in
abundance following heat shock; thus, structural stability and transcript stability are directly re-
lated. The exosome provides the major 3'-to-5’ exonucleolytic processing machinery in yeast, and
mutational inactivation of the cytoplasmic exosome stabilized levels of these mRINAs following a
heat-shock event, suggesting that their unfolding targets them for degradation (119).

Another way to assess the relationship between mRINA structure and transcript longevity is
through parallel analysis of the structurome and degradome, the latter defined as those transcripts
that lack a 5’ cap but retain a 5’-monophosphate and thus have arisen from small-RNA-directed
cleavage. Such an analysis has been reported by Gregory and coworkers for Arabidopsis using an in
vitro structurome and previously published degradome data, along with small-RNA-Seq analysis
(57). An inverse relationship between the extent of in vitro structure and mRNA abundance was
found, which is opposite to the relationship found for heat-shocked yeast (119) as well as for
a combined in vitro structurome and RNA-Seq analysis in E. co/i (19). Degradome and small-
RINA-Seq analysis implied that the inverse relationship in Arabidopsis was due at least in part to
the greater susceptibility of structured RNAs to degradation by small-RNA-based mechanisms
(57), which is somewhat unexpected given that structure is theoretically expected to sequester
sequence within the target mRINA away from base pairing with small RNAs. This study (57) also
compared in vitro structurome data with previous genome-wide histone modification data sets
and found that, within the CDS, structured mRINA regions were correlated with heterochromatic
histone modifications, while less-structured regions of mRNAs were correlated with euchromatin-
associated histone modifications (57); similar correlations were found in Drosophila and C. elegans
(56). These results suggest an intriguing mechanistic connection between RNA structure and the
epigenetic pathways of small-interfering RNA, an interesting topic to address with in vivo data
sets.

Epigenetic pathways involve covalent modifications to chromatin. In recent years, modifica-
tions of mMRNAg, resulting in the so-called epitranscriptome, have become increasingly recognized
as important regulatory events. In particular, 1 and m°A modifications have apparent implica-
tions for RNA structural stability and half-life. With regard to structural stability, 1 can base pair
noncanonically with all four nucleotides. Experiments on oligonucleotides show this base pairing
results in a significant increase in RNA stability compared with that for U in the same position,
owing in part to an extra hydrogen bond donor in 1\ (38, 46). RNA structurome analyses are re-
quired to determine whether this effect prevails in longer RNAs and in living cells. With regard to
RNA lifetime, when heat-shock-induced pseudouridylation in yeast was abrogated via knockout
of one of the pseudouridine synthases, target mRNA levels were reduced compared to wild-type
levels. The authors speculated that increased structural stability imposed by pseudouridylation
may extend mRNA lifetime, perhaps by marking these transcripts for spatial sequestration away
from degradatory machinery (93).

Whereas is relatively rare in mRNAs, reported at only several hundred mRNA sites in studies
on yeast and human cells (14, 93), m°A is a common covalent modification of mRNAs, with many
thousands of mRNA sites reported for mouse and human cell lines (23) as well as mouse (81)
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and human (23) brain tissue. m°A sites are conserved between mouse and human. They are also
enriched near stop codons and within long exons as well as upstream of microRINA-binding sites
within 3" UTRs, while they are rarely found in poly(A) tails (81).

Consensus motifs for m®A identified by classical biochemical approaches include G(m®A)C and
A(m°®A)C (20), and more recent genome-wide anti-m®A probing has revealed additional informa-
tion, including a significant representation of G[A or GJACU sites (81). Genome-wide assessment
of G[A or GJACU m°A sites using icSHAPE combined with anti-m®A probing (106) showed that
m9A unfolds RNA structure locally, as indicated by stronger icSHAPE reactivity at m®A-modified
GGACU sites than at unmodified GGACU sites. This effect was seen in both mRNAs and Inc-
RNAs, suggesting it is a general effect (90). In Mett/3 methyltransferase knockout cells, reaction of
canonical m®A motifs with icSHAPE reagent was significantly reduced, suggesting thatloss of mSA
conferred increased structure (106). Thus, lack of RNA structure arises from m®A modification
rather than the converse, i.e., m°A methyltransferases favoring unstructured sites. As described
in more detail above, in U-rich stems, m®A weakens RNA structure and promotes splicing-factor
binding to the opposite strand.

Researchers have also studied stability in the sense of RNA turnover (121). In a human HeLa
cell line, m°A modification reduces stability via interaction with the m°A reader protein YTH
domain family 2 (YTHDF2) (121), which associates transcripts with mRNA processing bodies (P-
bodies) that are known sites of RNA degradation. RNA lifetime profiling using the transcriptional
inhibitor actinomycin D, of a HeLa YTHDEF2 knockdown line (121) as well as a mouse embryonic
stem cell methyltransferase knockdown line (123), confirmed increased lifetime of YTHDF2/mSA
target mRINAs relative to control lines.

Translation. Protein translation rates vary across the translatome. Single-gene studies over the
past several decades have provided strong evidence that the initiation step commonly limits trans-
lation rates (85) and that RNA structure around the start site impedes translation initiation (51, 53,
85). A genome-wide comparison of the in silico RNA structurome with experimental polysome
profiling for allelic variants in hybrid mouse fibroblasts supports these assertions, as alleles with
lower in silico—predicted mRNA secondary structure around the transcription start site had greater
translation efficiency (defined as the ratio between ribosome-associated mRNA and total mRNA
abundance) (37). Ribosome profiling in yeast (86), coupled with a transcriptome-wide sliding win-
dow analysis of either in vivo or in vitro structure along transcripts (91), identified low structure
in the first window as the strongest regulator of translational efficiency (defined as total amount of
protein produced per mRNA), consistent with previous genome-wide in vitro (32, 43, 57) and in
silico structural analyses (5, 25, 37). In vitro and in vivo structurome studies in systems as disparate
as Arabidopsis (22), yeast (91, 119), Drosophila, C. elegans (56), mouse and human cell lines (40,
106, 120), and E. coli (19) have revealed that low structure upstream of the translation start site in
comparison with flanking regions is a conserved meta-property (Table 2). Low structure is also
typically observed near the stop codon in the eukaryotic systems examined to date (22, 40, 43, 56,
106) (Table 2). The observation of these properties in in silico, in vitro, and in vivo structuromes
suggests that this structural functionality is encoded in the primary sequence of the RINA.
Structure is affected not only by primary sequence and environmental conditions, but also
by covalent modifications of the RNA. In both human and mouse cells, m'A modification is
clustered around canonical and noncanonical start sites, as well as around the first splice site. m' A
modification is underrepresented in 3" UTRs relative to 5 UTRs and CDSs (24, 59). Intriguingly,
no such preferential patterns are seen in either budding (Saccharomyces cerevisiae) or fission yeast
(Saccharomyces pormbe) (24). Unlike m°A, sites of m' A modification are not characterized by a specific
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sequence motif but instead occur in regions of high GC content. These regions also show stronger
structure as deduced from PARS (24), which is expected given the strong base pairing of GC. On
the basis of a comparison of the m'A methylome with previously published ribosome profiling and
proteomics data sets, m'A modification promotes ribosome association and protein production.
However, whether translation is promoted via m'A effects on structure, e.g., via disruption of
WC base-pairing or charge-charge interactions (m'A is cationic), or via m' A-induced alterations
in binding of translation initiation factors or other proteins, awaits further investigation.

The initiation of translation for a given protein is not uniform across an organism’s lifetime
but is modulated by cell type, developmental stage, and environmental conditions. A role of
another covalent modification of RNA, m°A, in stress regulation of translation initiation was
recently uncovered. m®A modifications are recognized by reader proteins, including YTHDF1 and
YTHDEF2. YTHDF]I also interacts with the translation machinery, thereby enhancing translation
of mRNAs with m®A-modified 3’ UTRs (122). Although m®A is rarely found in 5’ UTRs, heat shock
enriches its presence there (80, 122) through a mechanism in which the reader protein YTHDF2
protects m°A modification from erasure by the fat-mass and obesity-associated (FT O) demethylase
(131). Intriguingly, the presence of m®A in 5" UTRs allows cap-independent translation (80, 131) by
providing a binding site for eukaryotic initiation factor 3 (eIF3) (80), thus providing an alternative
mechanism for accelerated initiation of translation under stress. Whether the local unfolding
typically induced by m°A is important for eIF3 binding and is enhanced by these stresses has yet
to be explicitly elucidated.

m°A and 1 also appear to play a role in regulating translation initiation by the innate immune
response. Upon RNA binding, the kinase PKR inhibits translation by phosphorylating the trans-
lation initiation factor elF-2«. In vitro experiments have shown that PKR activation is abrogated
if mSA or 1 is present in the RNA (1, 82). m°A has no effect and 1 has only a moderate effect on
RINA-binding affinity to PKR, suggesting that reduced activation of PKR by these modified RINAs
may be due primarily to effects at the level of RNA secondary structure. Because most bacteria
and some viruses lack RNA modifications, the presence of these modifications in “self” RNA may
help to distinguish self from nonself and thus to maintain translation initiation in the absence of
infection.

Downstream of translation initiation, translation rates along the transcript are not uniform (89).
Studies on model oligonucleotides have shown that the presence of RNA secondary structure pro-
motes ribosome pausing (126). However, in vivo, the situation is considerably more complicated,
reflecting interplay between multiple parameters, including RNA structure, tRNA abundance,
and codon choice (72). One study using in vitro structurome data from yeast (43) and in silico—
predicted structures in E. coli proposed that rapid translation of codons associated with highly
abundant tRNAs is offset by greater RNA structure associated with these codons, leading to a
smoothing of translation rate (31). In vivo structurome data in Arabidopsis have not shown any
relationship between codon usage and the extent of RNA structure (Y. Tang, S.M. Assmann, P.C.
Bevilacqua, unpublished results), which may reflect a dichotomy between codon usage and codon
optimality as reflected in tRINA abundance, a dichotomy between in vivo and in vitro/in silico
structuromes, or species-specific effects.

A dichotomy between conclusions based on in vitro and those based on in vivo structurome
data was also evident when the relationship between RNA secondary structure and structure of
the encoded protein was evaluated in Arabidopsis. A direct correlation between regions of mRNA
structure and protein structure was reported using Arabidopsis in vitro structurome data (115).
However, in vivo structurome data revealed the opposite: a correlation between high DMS re-
activity (indicative of reduced RNA secondary structure) and folded domains within the encoded
protein (109). Further, analysis of the subset of proteins with intrinsically disordered regions
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revealed that the disordered regions tend to be encoded by regions of the mRNA with low DMS
reactivity. Decreased reactivity of RNA regions that encode protein-domain junctions or intrinsi-
cally disordered regions suggests increased RNA structure that may slow translation and allow time
for the nascent upstream protein domain or ordered region of the protein to fold, thereby reduc-
ing protein misfolding (109). This idea was first put forth for the HIV-1 structurome/proteome,
where a similar inverse relationship was observed (125).

Even though analysis of meta-properties is invaluable, analyses focused solely on the average
behavior of the structurome can obscure important aspects of structural diversity. For example,
when the structures of ~10,000 Arabidopsis nRINAs were predicted either with (in vivo) or without
(in silico) experimental restraints, an approximately bell-shaped distribution in positive predictive
value (PPV), i.e., the percentage of base pairs present identically in silico and in vivo, was ob-
served, revealing a wide range of behaviors (22). Analysis of the upper 5% tail of this distribution
revealed that high-PPV mRNAs tend to be enriched in mRNAs coding for proteins involved in
housekeeping functions such as gene regulation, suggesting that these mRNAs may have evolved
highly resilient structures allowing their stable presence in the transcriptome and, by inference,
in the encoded proteome. By contrast, analysis of the lowest 5% of the PPV distribution revealed
an enrichment of mRNAs encoding proteins involved in stress sensing and response, including
many stresses that affect RNA structure, such as temperature and heavy metals. These mRINAs
had features indicative of greater structural flexibility, such as larger maximum loop length and
higher average free energy per nucleotide, leading us to hypothesize (22) that the dynamic struc-
tural nature of these mRINAs enables their production, processing, and translation to be highly
regulated in response to environmental factors. However, using in vitro structurome analysis, the
Gregory lab reached a different conclusion: They found that the set of mRNAs with low structure
in vitro was enriched in basic biological processes (57), again highlighting how methodological
approaches can influence RNA structuromes and ensuing biological interpretations.

CHALLENGES AND FUTURE DIRECTIONS

This is an exciting time for the RNA structure field. A proliferation of new methods has allowed
us to begin to address previously unanswerable questions, and insights arising from analyses of
large-scale data sets have enabled us to pose entirely new questions. Future directions comprise
areas in which the necessary tools are essentially available but have not yet been applied as well
as those for which additional technical innovations are required. Examples in the former category
include more extensive genome-wide structure probing of additional classes of RNAs (such as all
classes of small RNAs as well as organellar RNAs), genome-wide structure probing in a cell-specific
and tissue-specific manner, and additional genome-wide structure-probing experiments to study
RNA structure responses to abiotic and biotic stresses and signals. More studies in which the RNA
structurome is assessed in genetic backgrounds wherein hypothesized regulatory proteins of RNA
structure have been knocked out or overexpressed are also needed. It is also important to expand
genome-wide structure probing to new organisms beyond the few model species and cultured cell
lines that have been assessed to date. Such studies may lead to identification of new functional
classes of RNAs: For example, although RNA-structure-based thermometers have been identified
in prokaryotes, their presence in eukaryotes remains elusive but might be revealed by genome-
wide analyses, particularly in nonhomeothermic organisms such as poikilothermic animals, fungi,
and plants (78).

Research also needs to move from describing correlations to uncovering causative mechanisms.
Although genome-wide studies have revealed striking correlations between RNA structure and
numerous aspects of transcriptional and translational control (discussed above), in many cases we
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still do not know why such correlations have been selected for, i.e., the underlying mechanistic
underpinnings at both the evolutionary and molecular levels. Understanding these mechanisms
will require the concerted and creative application of molecular biological and chemical methods
far beyond structure probing and prediction alone. Such information will also be relevant to
efforts to develop new drugs to combat infectious diseases affecting both humans and our food
sources (livestock as well as crop plants). In the fight against pathogens, secondary-structure
information can be used to optimize the screening or design of small-molecule RNA ligands
as candidate pharmaceuticals (6) and to identify single-stranded regions as optimal targets for
antisense oligonucleotide technologies. Such information will also aid efforts to treat genetic
diseases that arise from RNA misediting or mispairing events, such as Huntington’s disease and
myotonic dystrophy type 1 (52), or that are associated with covalent modifications of RNA, such as
obesity related to polymorphisms in the FT0O gene, which encodes an eraser of m®A modification
(81).

SNPs that directly affect RNA structure are another emerging topic of great interest. Those
that change structure have been dubbed riboSNitches by the Laederach group (35). riboSNitches
first predicted computationally by Laederach and colleagues (35) are associated with half a dozen
genetic diseases, and several of the implicated structural changes were subsequently verified ex-
perimentally (104). A genome-wide study from the Chang lab identified almost 2,000 candidate
riboSNitches within ~12,000 SNPs in the in vitro structuromes of lymphoblast cell lines from a
mother-father-offspring trio (120). This result suggests that the majority of SNPs will not affect
RNA structure. However, 22 of the candidate riboSNitches were in regions that had been asso-
ciated with known human etiologies via genome-wide association study. SNP-induced structural
alterations can be rescued by nearby second-site mutations, and evidence of natural selection for
such compensatory genetic changes has been found via computational analysis that predicted more
than 400 of such paired SNPs in UTRs of the human genome (74), providing a rich source of
information for follow-up via wet-bench analyses.

RNA modifications may also modulate structure, either directly or indirectly, via recruit-
ment of RNA-binding proteins. There are currently tools for genome-wide identification of five
modifications—m°A, m'A, 1, S-methylcytosine, and 2’-O-ribose methylation (7, 44, 45, 107).
However, we are only starting to uncover the effects of the resultant “epitranscriptomes” on RNA
structure and gene regulation. Moreover, these modifications may be just the tip of the iceberg.
tRINAs undergo ~90 different modifications, approximately a dozen of which have been detected
inmRNAs (12, 60, 92). New methodologies that can reveal these modifications genome-wide must
be developed before we can determine whether all the modifications found in tRINAs also occur in
mRNAs and IncRNAs and the extent to which such modifications may impact structure-function
relationships.

Development of new computational methods is also of paramount concern to address the
aforementioned challenge of improving algorithms to predict ensembles of structures wherein
RNAs adopt more than one structure. This topic is worthy of a review in its own right, and
the reader is referred to References 55 and 94 for more discussion. In the experimental realm,
development of an in vivo probe that would specifically identify base-paired regions would be
greatly beneficial. Likewise, a reagent that could distinguish between protections arising from
protein binding and those arising from base pairing would yield a quantum advance by providing
comprehensive data on base pairing along transcripts and across transcriptomes. Some progress
has been made very recently in this direction (3, 70, 96). Such probes would help determine the
extent to which the above-mentioned discrepancies regarding in vivo versus in vitro protections
that have arisen in structure-probing studies are the result of protein binding in vivo or of RNA
refolding in nonbiological test-tube conditions. Finally, although this review and the field of RNA

www.annualreviews.org o Genome-Wide Analysis of RNA Secondary Structure

259



structure determination are currently focused on RNA secondary structure, development of new
computational and empirical methods for genome-wide determination of RNA tertiary structure
(Figure 1d) in vivo is a grand challenge that will occupy the field for many years to come.

SUMMARY POINTS
1. RNA folds into complex secondary and tertiary structures.

2. RNA folding in living cells is influenced by myriad environmental and physical factors.
Modifications of RNA and RINA-protein interactions also influence RNA structure.

3. In vitro methods based on nucleases and chemical probing to investigate genome-wide
RINA secondary structure are available.

4. In vivo methods for genome-wide chemical probing of RNA secondary structure have
recently been developed.

5. Methods to probe both nucleobases and the sugar-phosphate backbone exist.

6. Genome-wide structure-probing methods are revealing new meta-properties of RINA
structure related to all aspects of mRNA processing, including polyadenylation, splicing,
covalent modification, translation, and turnover.

7. Changes in RNA structure constitute a fundamental aspect of gene regulation in response
to changing environmental conditions that we are only beginning to understand.

FUTURE ISSUES
1. Which features of in vitro RNA structuromes faithfully reflect in vivo structuromes, and
which do not?

2. What new information will be revealed from class-, tissue-, and developmental-stage—
specific in vivo RNA structuromes?

3. How does the plasticity of the RNA structurome help organisms cope with biotic and
abiotic environmental stresses?

4. How does the complete RNA epitranscriptome influence RINA structure and function?

5. How can we identify additional RNA modifications and their impact on RNA structure
genome-wide?

6. How can we further improve in vivo structural probing of RNA? How can we better
distinguish, both in vivo and genome-wide, RNA base pairing and protein protection?

7. Can we develop methods to probe all key atoms in an RNA molecule in vivo?
8. How can we best predict the ensemble of structures for a given RNA in the living cell?
9. How can we best design RINA-based therapies against infectious diseases?

10. How can we best design drugs to repair aberrations in RNA structure that lead to genetic
disease?
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RELATED RESOURCES

Computational resources for RNA folding:
= MFold/UNAFold: http://unafold.rna.albany.edu/
®  RNAstructure: http://rna.urmc.rochester.edu/RNAstructure.html
®  StructureFold in Galaxy: https://usegalaxy.org/ (select “NGS: RNA Structure”)
B ViennaRNA Package: https://www.tbi.univie.ac.at/RNA/

RINA modification database: http://mods.rna.albany.edu/mods/modifications/search
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