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Abstract

Because germline mutations are the source of all evolutionary adaptations
and heritable diseases, characterizing their properties and the rate at which
they arise across individuals is of fundamental importance for human genet-
ics. After decades during which estimates were based on indirect approaches,
notably on inferences from evolutionary patterns, it is now feasible to count
de novo mutations in transmissions from parents to offspring. Surprisingly,
this direct approach yields a mutation rate that is twofold lower than previ-
ous estimates, calling into question our understanding of the chronology of
human evolution and raising the possibility that mutation rates have evolved
relatively rapidly. Here, we bring together insights from studies of human
genetics and molecular evolution, focusing on where they conflict and what
the discrepancies tell us about important open questions. We begin by out-
lining various methods for studying the properties of mutations in humans.
We review what we have learned from their applications about genomic
factors that influence mutation rates and the effects of sex, age, and other
sources of interindividual variation. We then consider the mutation rate as
a product of evolution and discuss how and why it may have changed over
time in primates.
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INTRODUCTION

Germline mutations—the random changes to the genome that occur during the formation of egg
and sperm—underlie all evolutionary adaptations and all heritable diseases. Thus, understanding
the mechanisms by which they arise and estimating their rate of occurrence is of fundamental
importance, whether the aim is to scan for de novo disease mutations (e.g., 103), interpret the
paternal age effect on specific diseases (8, 28), make inferences about natural selection (e.g., 101,
144), or develop plausible theories about the evolution of sex (reviewed, e.g., in 10). Moreover, an
accurate estimate of the mutation rate is essential to dating and interpreting demographic events
inferred from genetic data (e.g., 133, 142) because the number of mutations that have accumulated
between two chromosomes provides a record of the time elapsed since their common ancestor—a
“molecular clock” (76).

In humans, where experimental approaches are obviously not feasible, estimates have relied
primarily on the prevalence of monogenic diseases or on phylogenetic distances among primates
(24, 55, 79, 96, 111). These methods have recently been upended by the advent of next-generation
sequencing, which in principle makes a much more direct and comprehensive approach feasible:
counting the germline point mutations that arise in transmissions from parents to offspring (19,
25, 46, 70, 71, 80, 103, 115, 119, 137, 141, 175).

Surprisingly, these pedigree studies yield estimates of the mutation rate that disagree with
earlier approaches. The discrepancies among estimators cast considerable uncertainty over the
chronology of human evolution and raise the possibility that the mutation rate may have changed
relatively quickly across primates (142). Moreover, they highlight large gaps in our understanding
of how mutations are generated, notably about the importance of replication errors in the genesis
of mutations.

Motivated by these considerations, we review studies of germline mutations from human ge-
netics and molecular evolution, with particular attention to where their results conflict. We begin
with a brief description of various approaches to studying mutation rates and properties in humans.
We consider what we have learned from their applications about the determinants of point muta-
tions, the average mutation rate, and sources of interindividual variation. In so doing, we discuss
the well-known discrepancies between mutation rate estimates obtained from different methods
but also highlight unappreciated incongruities among pedigree studies. Finally, we describe the
selective pressures to which mutation rates may be subject, either directly or indirectly, and how
rates may have evolved in primates.

Throughout, our primary focus is on germline point mutations in humans. For information on
other organisms or on the many other types of mutations that arise through distinct mechanisms,
we refer readers to other recent reviews (10, 20, 31, 93, 95). Furthermore, we do not cover the
growing literature on somatic mutations (e.g., 6, 84, 131), other than to point out salient properties
shared with the germline.

HOW WE LEARN ABOUT GERMLINE MUTATIONS IN HUMANS

Our understanding of how DNA polymerases synthesize DNA and how errors occur in the repli-
cation process comes from biochemical studies (reviewed in 37, 52) that compare the behavior
of various mutated polymerase alleles (12), assess the influence of inserting base analogs during
replication (13, 108, 158), or measure transition and transversion mutation rates for polymerases
in different sequence contexts through enzyme kinetic analyses (51). These studies cannot address
sources of mutations in their native, in vivo environment, however, and in particular they do not
provide estimates of germline mutation rates.
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To address these questions in nonmodel organisms such as humans, one of four approaches has
been taken. Historically, the first estimates in humans were based on the hypothesis that severe
Mendelian diseases arise from a balance between mutation and natural selection in the population,
such that their frequency is expected to be approximately u/hs for dominant disorders (where u is the
rate at which mutations give rise to a given disease and hs is the fitness decrease in heterozygotes).
The mutation rate per base pair can then be estimated from the frequency of the disease, given
estimates of hs and the mutational target size (i.e., the number of sites at which mutations would
lead to the disease) (55, 79, 96, 110). These disease incidence–based approaches make several
assumptions, not only about the target size, obviously, but also in requiring complete ascertainment
of the phenotype. Moreover, the overall mutation rate estimate may not be representative of the
genome, because it tends to be based on exons, and specific types of mutations (e.g., changes at
CpG sites) may be overrepresented among disease alleles (26).

A second, phylogenetic approach relies on the fact that at neutral sites, the rate at which
substitutions accumulate between species is equal to the mutation rate per generation (76). Thus,
the number of substitutions at putatively neutral sites (e.g., pseudogenes) can be converted into
a mutation rate over millions of years, given an independent estimate of the species split time
(usually a date in years, from securely dated fossils). This conversion depends on an estimate of
the generation time and on a calibration point, and so is fraught with uncertainty. Moreover, if
nonneutral sites are included, the mutation rate will be underestimated because deleterious alleles
will tend to be purged by natural selection and not contribute to divergence. Even at neutral
sites, processes such as GC-biased gene conversion [i.e., the preferential repair to G-C of A/T-
G/C mismatches that arise during recombination (120)], which act analogously to selection (112),
may lead the substitution rate to differ from the mutation rate. An additional difficulty is that
comparisons among closely related species, such as humans and chimpanzees, strongly rely on
assumptions about the extent to which polymorphism in the ancestral species contributes to the
divergence between them. In turn, comparisons among more distant species require a reliable
correction for multiple substitutions at a site.

Neutral divergence between species can also be used to estimate the ratio of mutations that
arise in the male germline versus the female germline (α) by contrasting patterns on autosomes, X
chromosomes, and Y chromosomes (97, 104). Underlying this approach is the fact that autosomes
spend an equal number of generations in males and females, whereas X chromosomes are present
in males only one-third of the time and Y chromosomes are always carried by males. Thus, if
most mutations are introduced through males, the Y should show higher neutral divergence than
autosomes, which should show higher divergence than the X, and the magnitude of the differences
provides an estimate of the male bias. An important complication is that comparisons among closely
related species (such as humans and chimpanzees) are highly sensitive to assumptions about the
contribution of ancestral polymorphism to divergence, because levels of ancestral polymorphism
are expected to differ between the autosomes, X, and Y, in ways that depend on the effects of linked
selection (101) and on demographic history. In addition, this approach relies on the assumptions
that the mutation rate in each sex is the same for the X and the autosomes (100) and that the
degree of male bias has not changed along a lineage.

A third method consists of analyzing genetic variation data from multiple humans. Because
neutral polymorphism levels reflect the rates at which mutations arise, variation data can be used
to estimate relative mutation rates for different types of sites (in principle, absolute rates can also
be estimated by assuming an effective population size) (76). A difficulty is that polymorphism levels
will reflect not only the mutation process but also the effects of both biased gene conversion (35)
and—unless sites are strictly neutral—natural selection, which may differ across types of sites.
This limitation can be partially overcome by considering huge samples (i.e., of tens of thousands
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of individuals), which are now available for exomes and a subset of genomic regions (e.g., 144,
156) and in which low-frequency variants more faithfully reflect the mutational spectrum.

A more direct approach, which has only recently become feasible, is to survey most of the
genome, or a small subset of the genome (e.g., exomes), in pedigrees and identify mutations as
variants present in children but not their parents (118, 137). This pedigree-based method provides
an estimate of the mutation rate in each gamete and can be used to quantify variation among parents
with regard to parameters of interest (age, disease status, etc.). It can be applied to DNA extracted
from blood or other tissues or by sequencing DNA from single sperm (or, in principle, oocytes)
(162). Through experimental or bioinformatic approaches [e.g., phasing using additional single-
nucleotide polymorphisms (SNPs) in the sequencing reads] or sequencing of a third generation,
mutations can be ascribed to maternal and paternal origins (25, 80).

In principle, the pedigree-based approach offers a comprehensive and relatively unbiased pic-
ture of the rate at which different types of mutation arise. In practice, the task amounts to looking
for a needle in a haystack of 100 million base pairs. Numerous filters have to be applied to weed
out false positives, e.g., by excluding heterozygous positions with an allelic imbalance in coverage
or sites at which a mutation is already known in databases (i.e., discounting the possibility of more
than one mutation among the sampled individuals at the same site). Because these filters also re-
move a subset of real mutations, obtaining an accurate count of the number of de novo mutations
requires a reliable estimate of the false-negative rate (as well as the false-discovery rate). Perhaps
even more problematic is obtaining a reliable estimate of the denominator for the mutation rate,
i.e., the number of sites at which mutations would have been found with high power had they
occurred. This challenge is, in our view, underappreciated, with some studies considering more
of the genome in the denominator than is readily accessible by current sequencing technologies.
Another issue that has received relatively little attention to date is the effect of somatic mutations
in the offspring when using blood (or other nongermline) samples. Although in principle the con-
tribution of somatic mutations can be assessed by sequencing a third generation, in practice this
has been done in only a small subset of cases (25, 80). Thus, what fraction of each type of mutation
is somatic in origin remains unclear.

HOW GERMLINE MUTATIONS ARISE

Sources of Mutations

Mutations arise by various mechanisms that can be grouped into two categories: copying errors
that arise during replication, and DNA changes that occur spontaneously (i.e., nonreplicatively)
because of the instability of the structure of DNA (91) or are induced by endogenous or exogenous
sources (i.e., radiation or chemical and biological agents). Both types of errors lead to mutations if
they are not repaired correctly before the next round of replication. The number of mutations thus
represents a balance between the number of errors introduced and the efficacy of various types
of repair. One implication is that mutation rates could differ between individuals and sexes because
of differences in error rates (32) or repair efficiencies (105).

Replication errors arise from incorrect base incorporation (resulting in SNPs) or slippage of the
polymerase (resulting in small insertions or deletions, typically <20 base pairs) (138). One impor-
tant factor influencing replication fidelity is the neighboring base composition. In particular, some
DNA polymerases also have exonuclease activity, which allows them to excise misincorporated
nucleotides and therefore increase fidelity (17, 109). This repair process is facilitated in regions
where DNA strands can be easily separated: Because A-T base pairs (double-bonded adenine
and thymine) are connected by only two hydrogen bonds, whereas G-C base pairs (triple-bonded
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guanine and cytosine) are connected by three, DNA in AT-rich regions is easier to separate, leading
to more effective repair in these regions by the exonuclease domain than in GC-rich regions (15,
127). This phenomenon could be responsible for the higher mutation rate in GC-rich regions (58).

Errors can also occur because of spontaneous or induced nucleotide changes. Remarkably, the
mammalian nuclear genome is thought to contain a steady state of 50,000–200,000 apurinic or
apyrimidinic sites (DNA sites that have lost their purine or pyrimidine base but still have an intact
backbone) per somatic cell, which are created by endogenous lesions (113) and are constantly
being repaired in a manner dependent on the source of the DNA damage.

In addition, C can spontaneously undergo hydrolytic deamination to uracil (92). In mammals,
the 5′ C in a CpG context is usually methylated (14, 39), and methylated C undergoes sponta-
neous deamination to T (27). Whereas the presence of uracil is easily recognized by the uracil
glycosylase and efficiently repaired by the base excision pathway, T-G mismatches are repaired by
less efficient repair pathways (47, 146), resulting in a higher prevalence of C-to-T transitions at
methylated CpG sites (27, 34). Not all CpG transitions necessarily derive from this mechanism,
however (128). Moreover, transversions also occur at a higher rate at CpG sites compared with
other dinucleotides (79, 111, 148), for reasons that are still unclear. One possibility is that the
presence of a methyl group at CpG sites enhances adduct formation [the bonding of DNA with
other molecules (174)] at the adjacent G, as shown, e.g., for benzo(a)pyrene (174), a mutagenic
component of tobacco smoke that preferentially induces G-to-T transversions (128). Another
example of spontaneous mutation is the G-to-T transversion that results from the insertion of
8-oxoguanine, an endogenous molecule (121).

Beyond these endogenous sources, recent studies of tumors have led to a better understanding
of the effects of environmental mutagens. For instance, skin cancers bear C-to-T and CC-to-TT
transitions at dipyrimidine sequences (131) as a result of UV light exposure (129), and lung tu-
mors demonstrate frequent G-to-T transversions (132) caused by benzo(a)pyrene (140). Smoking-
related DNA adducts are also found in oocytes and spermatozoa (reviewed in 176), suggesting
that it would be interesting to look for similar mutational signatures among germline mutations.

Mutation Rate Variation Along the Genome

Mutation rates vary along the genome at both fine and broad scales (12). Considering adjacent
base pairs, the strongest effect is an elevated mutation rate at CpG sites (67, 69). Even though
CpGs are rare in mammalian genomes, constituting less than 2% of sites in the human genome,
they account for ∼19% of de novo mutations. Notably, transitions at CpGs are 12–13-fold more
likely than transitions at non-CpG bases in polymorphism and divergence data (86, 111), 15-fold
more likely in disease incidence studies (79), and 18-fold more likely in pedigree data (80). These
numbers are consistent with the hypothesis that spontaneous deamination at CpGs frequently
generates transitions from C to T (or G to A). In turn, the lower numbers in polymorphism and
divergence compared with de novo mutations may reflect the effects of biased gene conversion
favoring G or C alleles (21, 120) and purifying selection to maintain CpGs (145).

Across the genome, the rate of transitions is twofold higher than the rate of transversions (44,
80, 90, 144), whereas the opposite would be expected if all mutations were equally likely (because
there are four possible transitions for eight possible transversions). This observation has at least
two sources: First, CpG transitions are the most common mutation type. Second, DNA mispairing
during replication occurs at varying frequencies, with G-T and A-C being the most common (37,
160) and resulting in transitions.

There is also a twofold higher rate of mutation from strong bases (G or C) to weak bases (A or
T) compared with the reverse (80, 144), which may be due to the higher mutation rate at CpGs
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and the decreased efficacy of the exonuclease in regions of high GC content (15). In spite of the
decreased efficacy, CpGs are less mutagenic in regions of high GC content (47), possibly because
deamination of Cs depends on local strand separation, which occurs less often when there is strong
hydrogen bonding in the neighboring region.

At an intermediate scale, additional, weaker context-dependent effects that currently lack a
mechanistic explanation have also been reported (7, 66, 67, 69, 148), such as a higher mutation
rate away from T with an increasing number of flanking purines (69). Low-complexity repetitive
DNA may also be mutagenic: Controlling for adjacent base pairs, there is an excess of SNPs
shared between humans and chimpanzees in regions with repetitive DNA (86), consistent with
sequence-dependent replication slippage (18, 86).

Over broader scales, transcription and DNA replication timing are influential. Recent studies
have revealed a higher mutation rate and SNP density in late-replicating regions in the germline
(152, 163) as well as in tumors (84), possibly owing to a depletion of free nucleotides during replica-
tion (152). Moreover, mutational patterns are affected by transcription both in the germline (102,
131) and in tumors (84, 139). This is likely due in part to transcription-coupled repair (45): Because
the nontranscribed (coding) strand is used as the template for repair, a characteristic pattern is
expected, namely an asymmetry in base composition between coding and template strands (54).
In humans, there is a 40% increase in the rate of A-to-G transitions in the nontranscribed strand
compared with the transcribed strand (54, 154), and strand asymmetry is more pronounced for
genes highly expressed in the germline (102). Increased gene expression levels are also associated
with a decrease in the mutation rate in tumors (84, 131), but this effect is weak or absent in the
germline (67).

Other factors have also been proposed to affect mutation rates. For example, studies of diversity
and divergence raised the possibility that meiotic recombination introduces point mutations (62,
63, 87). In studies of de novo mutations, however, the effect looks to be at most very small
and possibly noncausal (144, 152). Similarly, other factors such as nucleosome occupancy and
DNase hypersensitivity are correlated with broad-scale mutational patterns (67, 103, 173), but the
association could be due, at least in part, to confounders such as base composition.

Nonindependence of Mutations

Multiple mutations in the same gamete may not always be independent. Over distances on the
order of 10 kb, mutations that arose in a single transmission appear to be more clustered in the
genome than would be expected under a model where they occur independently (19, 60, 103, 147,
154). The molecular mechanism that gives rise to clustering on that scale is unknown.

Focusing on shorter distances of less than 100 base pairs, there is an excess of pairs of mutations
in perfect association in population samples (i.e., in complete linkage disequilibrium), suggesting
that they may often arise during the same replication cycle (59). Inspection of the pairs points
to an error-prone polymerase used in translesion synthesis as the likely source (59, 153). Normal
DNA polymerases cannot bypass some DNA lesions (e.g., oxidized bases and alkylated bases)
during synthesis, requiring instead the intervention of special polymerases such as Pol zeta, which
is error prone (153). Before the error-prone polymerase is switched out in favor of the high-fidelity
polymerase, there is a higher chance of more than one mutation occurring.

In addition, mutations seen in more than one offspring may reflect a single mutation in the
parental germline. Indeed, any mutation that arises before the final meiotic division in the germline
lineage could in principle be shared among gametic stem cells, gametes, and/or offspring (168).
Consistent with this expectation, Kong et al. (80) and Iossifov et al. (70) observed a shared de novo
point mutation between siblings. A shared mutation has also been observed in the model organism
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Figure 1
Estimates of the human mutation rate per base pair per generation. Plotted are estimates of (a) the human mutation rate estimated
using different approaches and (b) the human mutation rate as a function of the mean paternal age for the studies where those data were
available. Colored horizontal lines indicate the average mutation rate within each study type. We calculated a phylogenetic mutation
rate based on a human–chimpanzee genetic divergence of 1.23% (23, 24, 36), a human–chimpanzee divergence time (i.e., time to the
most recent common ancestor) of 7 million years, and a sex-averaged generation time of 25 years (43). The Nachman & Crowell (111)
estimate is based on nucleotide substitutions only and is provided under their assumptions (a divergence time of 5.4 million years and a
generation time of 20 years). To be consistent among studies, we calculated the paternal age at birth (by adding nine months as
appropriate when studies reported the paternal age at conception). The Michaelson et al. (103) estimate has been revised to take into
account the false-negative rate reported by the authors. The Jiang et al. (71) estimate was not reported by the authors; instead, we
obtained it from their counts using the denominator and the false-positive and false-negative rates from Michaelson et al. (103), who had
a very similar study design. Conrad et al. (25) measured the mutation rate in a European (CEU) trio and Yoruban (YRI) trio separately;
we plotted the average. Sanders et al. (141) sequenced the exomes of autistic probands (cases) as well as unaffected siblings (controls).
Iossifov et al. (70) sequenced the exomes of autistic probands and their unaffected siblings but reported the combined mutation rate (no
significant difference was found). Zaidi et al. (175) sequenced individuals with congenital heart disease (cases) and unrelated individuals
(controls). Mutation rates for exome studies were not adjusted for error rates, as the false-negative rate was not consistently reported
and most studies validated all de novo mutations. “Other partial” refers to studies that sequenced targeted regions or other subsets of
the genome. Xue et al. (171) sequenced the Y chromosomes of two individuals separated by 13 generations, and Wang et al. (162)
sequenced eight sperm from a single individual. Kondrashov (79) and Lynch (96) calculated the mutation rate from disease incidences.

Drosophila melanogaster (72). More cases are expected as families of more than one offspring are
sequenced.

THE AVERAGE MUTATION RATE AND INTERINDIVIDUAL
VARIATION

The Number of De Novo Mutations Inherited by Humans

Whole genome pedigree-based estimates yield a mutation rate of 10−8 per base pair per generation.
This is about two-thirds of the rate estimated by exome sequencing (Figure 1a), consistent with
a more than threefold enrichment of CpGs in exons compared with the rest of the genome
as well as with their 20% higher GC content (115). Perplexingly, however, the mutation rate
estimated by whole-genome pedigree studies is also more than twofold below the rates obtained
from phylogenetic approaches (142) (Figure 1a), even though it might be expected, if anything,
to be slightly higher (because it includes deleterious mutations that would eventually be weeded
out by selection).
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Part of the difference between the substitution rates measured from phylogenetic data and
the de novo mutations identified in pedigrees could, in theory, be due to biased gene conversion
favoring the fixation of mutations to G or C. A recent study found that less than 2% of the
divergence to chimpanzee was driven by biased gene conversion (21), however, so this is likely to
be a small effect genome-wide.

A simpler explanation is that phylogenetic estimates are in error, either because the time to the
most recent common ancestor of human and chimpanzee has been underestimated or because the
generation time has been quite a bit lower than it is now (in either humans or chimpanzees) for
most of hominoid evolution. For example, if the average time to the most recent common ancestor
were 8 Mya and the generation time over much of that period hovered around 20, then the sub-
stitution rate might be as low as 0.0123/(2 × 400,000 generations) = 1.5 × 10−8 per base pair per
generation—only ∼50% higher than estimates based on whole-genome sequencing of pedigrees.

Because pedigree-based approaches do not rely on uncertain parameter estimates, it is tempting
to consider their results to be the gold standard and to revise our estimate of the germline mutation
rate downward. A closer look at the pedigree studies, however, suggests that this may be premature.
First, although the six whole-genome studies differ in study design, analysis tools, and filters, the
point estimates of the sex-averaged mutation rate do not seem to be entirely independent across
studies, as they appear underdispersed: All fall between 0.96 × 10−8 and 1.20 × 10−8 per base pair
per generation (Figure 1a). Second, jointly considering the four whole-genome studies with age
information (19, 71, 80, 103) would suggest little, if any, paternal age effect, and yet a marked
effect of the father’s age is seen in three of the whole-genome studies (Figure 1b). Moreover, there
appears to be a significant difference between the strength of the paternal age effect estimated by
Kong et al. (80) and that from the combined data from the three other studies (19, 20, 71, 103)
(Figure 2), which could be a true difference or could instead reflect the impact of study design or
analysis choices.

Also troubling is that demographic inferences based on divergence patterns of securely dated
fossils from the past 40,000 years are hard to reconcile with those that rely on the low pedigree-
based estimate of the mutation rate (48). Together, these findings lend uncertainty about the
human germline mutation rate (for a given paternal age).

In interpreting the difference between pedigree-based and phylogenetic estimates of the mu-
tation rate, it is worth noting that this difference is greater for transitions at non-CpGs (2.2-fold,
using the data from References 80 and 111) than for transitions at CpGs (1.7-fold) or transversions
at non-CpGs (1.65-fold). The differences among mutation types could be real or could point to
technical issues, such as an effect of base composition on the power to detect de novo mutations
or on the accuracy of substitution rate estimates. If real, these patterns imply that biased gene
conversion cannot account for the discrepancy between pedigree-based and phylogenetic esti-
mates, as transitions at CpGs will be undertransmitted in heterozygotes (i.e., “selected against” by
biased gene conversion), and yet the substitution rate is higher than the pedigree-based estimate
for this type of mutation as well. More generally, the differences suggest that, in making sense of
the discrepancy among estimators, it may be informative to break down mutations by their likely
mechanistic sources.

Effects of Sex and Age

In mammals, species with a shorter generation time tend to have higher neutral substitution
rates per unit time. This so-called generation time effect is the basis for the hypothesis that most
mutations arise from replication errors (50, 89, 122, 169) (see sidebar The Effect of Generation
Time on the Mutation Rate Per Year). Also consistent with this hypothesis, the few direct
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Figure 2
Differences among whole-genome pedigree studies. In an ordinary least squares regression of mutation rate
on paternal age at birth, the trios from Kong et al. (80) (blue dots) have a significantly higher slope (F1,121 =
8.98, P = 0.003) than do trios from three smaller studies [C, Campbell et al. (19); J, Jiang et al. (71); M,
Michaelson et al. (103)]. The slopes for the three smaller studies do not differ significantly from one another
(F2,41 = 0.02, P = 0.98).

estimates of mutation rates per generation in eukaryotes suggest an increase with the number of
cell divisions (Figure 3).

Replication-driven mutations. In humans, a preponderance of replication-driven mutation is
supported by differences in male and female mutation patterns. In humans, oogonial mitotic
divisions have formed the entire pool of primary oocytes by the birth of the future mother. Each
primary oocyte has undergone approximately 31 cell divisions (33). In males, in contrast, before
spermatogenesis, there are 34 cell divisions (33). After puberty, sperm are continuously produced
through the asymmetric division of self-renewing spermatogonial stem cells every 16 days (61).
Five additional cell divisions (corresponding to four replication events) are required to obtain
mature sperm. As a consequence, if puberty occurs at 13 years (116), approximately 38 + 23 ×
(30 − 13) = 429 stem cell divisions have occurred if conception takes place at a paternal age
of 30 years, and approximately 659 have occurred if conception takes place at a paternal age of
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THE EFFECT OF GENERATION TIME ON THE MUTATION RATE PER YEAR

Mammalian species with longer generation times tend to have lower neutral substitution rates per year (50, 89,
122, 169). This pattern has been interpreted as evidence that most mutations are replication driven, assuming
that increasing the generation time decreases the number of cell divisions per year (42, 89). Here, we derive the
conditions for such an effect of generation time on mutation rates to hold.

The number of cell divisions per generation can be modeled as follows: Let B be the time from conception to
birth, P the time between conception and puberty in males, and G the time between conception and the average
age of reproduction in males. In females, all cell divisions are over by birth and can be approximated as occurring
at a yearly rate c f

0 throughout that period. In males, the number of cell divisions by the age of reproduction reflects
divisions over three periods, where c m

0 is the yearly rate of cell division before birth, c1 the yearly rate between birth
and puberty, and c2 the yearly rate after puberty.

All else being equal, we can therefore model the replication-driven mutation rate per generation for autosomes,
m, as

m = (μm
0 c m

0 + μf
0c f

0)B + μm
1 c 1(P − B) + μm

2 c 2(G − P ), (1)

where μm
0 and μf

0 are the male and female mutation rates per cell division between conception and birth, respectively,
and μm

1 and μm
2 are the male mutation rates per cell division before and after puberty, respectively. Because in humans

c1 ∼ 0, Equation 1 reduces to (μm
0 c m

0 + μf
0c f

0)B + μm
2 c 2(G − P ), and the mutation rate per year, my, is then

my = μm
2 c 2 + [(μm

0 c m
0 + μf

0c f
0)B − μm

2 c 2 P ]/G. (2)

From Equation 2, it becomes clear that an increase in the generation time, G, should lead to a decrease in the
mutation rate per year, my, if and only if (μm

0 c m
0 + μf

0c f
0)B/P > μm

2 c 2, assuming c1 = 0. Also clear is that other
ontogenetic changes in B or P (such as an increase in P) or in the yearly rate of cell division will affect my as well.

40 years. If mutations are due largely to replication errors, we expect most to be introduced in the
paternal germline, at a rate that depends on paternal age.

A greater contribution of paternal mutations was first noted in studies of human Mendelian
disease (29, 55). This observation was lent strong support by molecular evolution studies of
autosomes and X and Y chromosomes that reported lower divergence on the X than on the Y
and autosomes (97, 104). The precise estimates of the ratio of male to female mutations (α) from
phylogenetic data vary considerably among studies depending on which primates are compared
with humans, what assumptions are made about the ancestral population size for the autosomes
and X, and whether CpGs are excluded, but they center around 3 (133, 143, 155, 170) (see
Figure 4). Pedigree studies likewise suggest that α is ∼4 for all sites (for a mean paternal age of
29) (80) and ∼3 for non-CpGs (see Figure 4).

A paternal age effect on mutation rates was first deduced from the increased incidence of
certain dominant diseases (e.g., Apert syndrome) in the children of older fathers (28, 56, 125,
164). For these disorders, however, the relationship between incidence rate and paternal age
is often nonlinear (136), and recent studies have suggested that it could reflect a transmission
advantage of the disease mutations within the germline (for recent reviews, see 8, 53). Beyond
these specific cases, the prevalence of this type of transmission distortion remains unknown.

Considering all de novo mutations identified in pedigree studies, rather than only mutations
associated with disease, there is also a clear increase in the number of mutations with paternal
age. This increase appears to be close to linear after puberty, adding 1.5–2 mutations yearly (80)
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Figure 3
Direct estimates of the mutation rates in unicellular eukaryotes (triangles) and in female (circles) and male
(squares) multicellular eukaryotes based on pedigree studies or mutation-accumulation experiments plotted
against the log of the number of cell divisions from zygote to gamete. The number of cell divisions in C.
elegans males and hermaphrodite females is from Drake et al. (31) and Kimble & Ward (74). The
sex-averaged mutation rate in C. elegans was reported by Denver et al. (29a). The number of cell divisions in
humans was taken to be 38 + 23 × (30 − 13) = 429, based on a mean male age of breeding of 30 years and
on information from Drost & Lee (33). The number of cell divisions from zygote to egg is assumed to be
independent of the female age in humans (as in 28, 33). The mutation rate in human males and females is
based on phased mutations from Kong et al. (80), for which the mean age of fathers at proband birth was
30.5. The number of cell divisions for D. melanogaster is based on information from Drost & Lee (33).
Following Drost & Lee (33), we assumed that the first egg stem cell division in Drosophila occurs at 8.5 days
of development; unlike them, we assumed that females and males have a generation time of 14 days in the
laboratory. The sex-averaged mutation rate in D. melanogaster was reported by Keightley et al. (72). For the
unicellular eukaryotes [C. reinhardtii (115a), D. discoideum (141a), S. cerevisiae (96a), and P. tetraurelia (153a)],
points are distributed around 0 so that they do not lie on top of one another.

(Figure 2). Moreover, there is no discernible maternal age effect (71, 80, 103). In fact, Kong et al.
(80) reported that almost all the variance in mutation rates across offspring is explained by paternal
age at birth. These findings are consistent with additional mutations being introduced in males
through the 23 yearly cell divisions after puberty (61).

If all mutations were replication driven and errors occurred at the same rate per cell division
in the two sexes and throughout ontogenesis, then the male bias should reflect the ratio of male
to female cell divisions, c, which is thought to be 9.6 if conception occurs at age 25 and 13.3 if it
occurs at age 30 (Figure 4). Yet α estimates from pedigree studies are only fourfold lower at age
30 (including for non-CpGs alone; Figure 4). This discrepancy may partly reflect error in c: The
number of cell divisions before puberty, for instance, is inferred from static cell counts in ovarian
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Figure 4
Male-to-female ratios of mutation rate and number of cell divisions as functions of paternal age. The blue
line shows the ratio of the number of cell divisions in the male germline to that in the female germline, c, as a
function of paternal age. We considered the total number of cell divisions to be 31 in females and 38 +
(23/year) after puberty in males (33) and set puberty at age 13 (116). The green line is given by the slope
estimated from the counts of phased non-CpG mutations in 15 trios, assuming no maternal age effect (19,
103). The intercept (i.e., the ratio of male to female mutations at puberty) was calculated based on the subset
of non-CpG mutations that were assigned to the male and female germlines; we used the estimated slope for
the paternal age effect for non-CpGs to subtract the expected number of paternal mutations that occurred
after puberty. The dotted lines show the phylogenetic estimate of the ratio of male to female mutations, α,
for non-CpGs obtained by Xu et al. (170) based on the divergence in the human lineage since the split with
orangutans, and the estimate of α for all sites obtained by Scally et al. (143) based on the divergence in the
human lineage since the split with chimpanzees.

and testicular tissues under the assumption of symmetric cell divisions (159), and, similarly, the
number of cell divisions in males after puberty depends on the model for spermatogenesis in
humans (65, 130).

Another reason for α not to track c would be a maternal age effect on the number of cell divisions.
Although there are no oogonial cell divisions after birth, all oocytes do not necessarily undergo
the same number of divisions. Oocytes ovulated early in life may have undergone fewer mitotic
divisions from the primordial germ cells than those ovulated later in life (64, 135), introducing
the possibility of a maternal age effect on the number of point mutations. The difference in the
number of cell divisions between early- and late-ovulated oocytes is unknown in humans, but it
is expected to be small (135). In that regard, it is plausible that sequencing more families may
yet reveal a maternal age effect on the number of maternal de novo mutations (46). This effect is
expected to be subtle compared with the paternal one, however. An alternative explanation for the
observation that α is much less than c is a higher error rate per cell division before puberty, i.e., if
mutations accrue more slowly post-puberty in males (see discussion in sidebar Do We Expect a
Generation Time Effect in Humans?).
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Spontaneous mutations. In contrast to replication-driven errors, transitions that arise from
spontaneous deamination and are largely independent of replication should accumulate propor-
tionally to calendar time (assuming that methylation levels remain constant with age). Consistent
with this expectation, the per-year substitution rate of transitions at CpGs is relatively constant
compared with the rate at non-CpGs, across a range of species with different generation times (69,
73). In that regard, it would be interesting to assess whether divergence resulting from transver-
sions at CpGs, whose source remains unknown, also shows a clocklike behavior.

If there are no sex differences in methylation, deamination rates, or repair efficacy, and
assuming parents are similarly aged, one might further predict that α for spontaneous changes
would be 1 at CpGs methylated in both sexes (8). Testing this prediction directly requires a
sufficient number of de novo transitions at CpGs assigned to maternal and paternal germlines,
and such data are not currently available. However, a small study of de novo mutation in
chimpanzees found no difference between α at CpG sites and α at non-CpG sites (considering
both transitions and transversions) (158a), and phylogenetic studies also suggest that α > 1 (155).
An α > 1 for transitions at CpGs could result from the fact that a subset of CpG mutations are
replication driven if hydrolytic deamination of methylated CpGs in mammals is facilitated by
strand separation [as observed for nonmethylated Cs in bacteria (47)]. Whether a substantial
contribution of replication-driven transitions at CpGs is consistent with only a small generation
time effect across mammals (69, 73) remains to be quantified. An alternative explanation could
be a lower rate of spontaneous deamination (or better repair) in females than in males, so that
mutations accumulate proportionally to absolute time in both sexes but less rapidly in females.
This explanation would suggest low power to detect a maternal age effect for CpGs.

In summary, considering phylogenetic and pedigree studies together reveals considerable un-
certainty about the sex-averaged mutation rate and the relative contributions of mutations from
males compared with those from females. What is clear is that the value of α is much less than
c, the ratio of male to female cell divisions. Together with the absence of a significant maternal
age effect, this suggests one of two explanations. The first is that many mutations (at both CpG
and non-CpG sites) are spontaneous in origin in both sexes (3, 4, 68) and that sperm are more
sensitive to damage compared with eggs (5). This explanation implies a maternal age effect on
mutation, albeit one that is too subtle to be detected with existing data. The second possibility
is that the mutation rate per cell division decreases after puberty in males (see sidebar Do We
Expect a Generation Time Effect in Humans?).

Other Sources of Interindividual Variation in the Mutation Rate

DNA damage, including lesions, adducts, and conformational changes, can result from exposure
to various extrinsic agents (e.g., mutagens, UV and other radiation, and oxidative stress), which
may vary among individuals. For instance, 1 gray of radiation exposure, equivalent to ∼3× the
average radiation exposure among atomic bomb survivors and on par with the dose received by
some cancer patients, induces 0.27 mutational events in the coding regions of germlines (in-
cluding substitutions, chromosomal aberrations, deletions, and translocations) (114). In addition
to extrinsically induced differences, individuals may vary intrinsically in their propensity to ac-
quire germline mutations, notably due to mutations in DNA mismatch repair genes implicated in
hereditary cancer syndromes (2, 117, 165). Mismatch repair deficiencies are known to substantially
elevate genome-wide per-generation mutation rates in yeast (82), but their effect on the germline
mutation rate in humans remains to be assessed.

At CpG sites specifically, factors affecting individual variation in germline methylation level
may induce variation in mutation rates (32). Approximately 70% of CpGs are methylated in
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DO WE EXPECT A GENERATION TIME EFFECT IN HUMANS?

Thomas & Hahn (157) argued that we should not expect the mutation rate to depend on generation time in
humans. For there to be no generation time effect, the number of mutations as a function of paternal age must be
well described by a single line through the origin, when it is in fact piecewise linear. In other words, the slope must
be the same before and after puberty, i.e.,

(μm
0 c m

0 + μf
0c f

0)B/P = μm
2 c 2 (3)

If the mutation rate per cell division (μm) is constant throughout male development, as assumed by Thomas &
Hahn (157), then this condition reduces to μf

0/μ
m = (c 2 P − c m

0 B)/c f
0 B. In humans, B = 0.75, and other plausible

values are P = 13.75, c2 = 23, c m
0 B = 34, and c f

0 B = 31, so the mutation rate per cell division in females would have
to be precisely 9.1 times that in males from conception to birth, which seems even less likely when one considers
that approximately half the cell divisions occur before sexual differentiation (33). Thus, all else being equal, if the
mutation rate per cell division is the same throughout male development, then changes in the generation time, G,
should affect the yearly mutation rate.

Assuming instead a similar mutation rate per cell division, μ0, in males and females before birth, Equation 3
could only hold if μ0/μ2 = c 2 P/(c m

0 + c f
0)B, i.e., if the per-cell division mutation rate before and after puberty

happens to take the precise value that satisfies the equation, which would seem highly coincidental. Thus, changes
in the generation time seem highly likely to affect the yearly mutation rate in humans.

human sperm (106). No human oocyte methylomes are currently available, but in mice oocytes,
CpG methylation levels are less than half those of sperm CpGs (77, 150). Sex-specific differences
in germline methylation status would predict that males have a higher age-specific CpG mutation
rate than females (which is consistent with the tentative evidence that α exceeds 1 at CpG sites).
Environmental sources of variation such as diet are also known to affect methylation patterns (81,
149) and hence could in principle impact mutation rates in gametes.

THE EVOLUTION OF THE MUTATION RATE

Theoretical Basis

Intuitively, because most mutations are either neutral or deleterious, natural selection should act
to decrease the mutation rate until it is counterbalanced by the cost of high-fidelity replication
or limited by genetic drift. This net advantage of such mutation rate modifiers may differ across
environments and ecological niches. Whether selection on such modifiers could be effective in
humans is unclear.

In diploid species with recombination, the advantage of a mutation modifier is Ds̄ , where D
is the difference in the number of mutations per generation between diploid individuals with and
without the M modifier and s̄ is the average selection coefficient against a mutation in heterozygotes
(31, 75, 78). To be favored, the modifier must have effects that overcome the limits imposed by
genetic drift—i.e., Ds̄ must exceed 1/(2Ne) (where Ne is the effective population size). Assuming
a plausible value for s̄ (e.g., 10−5 across all sites in the genome) and an Ne on the order of 10,000,
a mutation modifier could be selected for so long as D > 5, which seems possible, depending on
the costs of more effective repair.

This reasoning suggests that, all else being equal, species with smaller effective population sizes
would experience a higher per-generation mutation rate (94, 95). Assuming that rates equilibrate

60 Ségurel ·Wyman · Przeworski



GG15CH03-Przeworski ARI 5 August 2014 6:36

rapidly, then the low Ne of humans could have resulted in higher mutation rates compared with
those of other vertebrates (85).

Other selection pressures may affect the mutation rate indirectly. Notably, selection on life
history traits such as the mating system or age of reproduction could shape the mutation rate by
leading to changes in the number of cell divisions per year. Among vertebrates, two important
factors may be the generation time (167, 170) and degree of sperm competition (133).

Under the generation time hypothesis, species with shorter generation times have a higher
mutation rate per unit time (and hence a higher neutral substitution rate) because they undergo
more germline replications in that fixed interval (89, 122) (for the specific conditions under which
this holds, see sidebar The Effect of Generation Time on the Mutation Rate Per Year). As the
average age of reproduction lengthens, replication-driven mutations will also become more male
biased (22). This bias will further increase if puberty occurs early relative to the average age of
male reproduction. Any factors that modulate the onset of puberty or mean age of reproduction
will therefore affect the species mutation rate, especially in species with long reproductive life
spans.

Selection on mating system also affects the number of male germline divisions. The intensity of
sperm competition, i.e., the male–male contest over fertilization (123), shapes sperm production
rates. Species with high levels of sperm competition typically have larger relative testis sizes to
accommodate increased sperm production (134), and hence may also have higher male mutation
rates per unit time after puberty. Although we might expect a positive correlation between the rate
of sperm production and mutation rates, strong sexual selection against male germline mutations
may at least partially counteract the increase in the mutation rate resulting from the increased
number of cell divisions (166).

Selection may also act directly on the somatic mutation rate per cell division and, in so doing,
affect the germline mutation rate through their shared repair pathways (94, 157). Additionally,
germline mutation rates may be affected by factors such as metabolic rates if a higher metabolism
causes more oxidative damage (69, 99). Selection against replication errors or oxidative damage
in somatic tissues may be especially important for the viability and successful reproduction of
long-lived, multicellular organisms (reviewed in 16). Disentangling the relative importance of
different selection pressures on the mutation rate has proven difficult. Below, we review evidence
bearing on how mutation rates differ among primates and the relationship to the number of
germline cell divisions.

Available Data in Primates

A recent survey of 32 mammalian genomes confirmed that, as posited by the generation time
hypothesis, the average age of reproduction (as measured by age at sexual maturity and life span)
is negatively correlated with autosomal substitution rates (167). For instance, rodents reach sexual
maturity in months (89) and have a putatively neutral substitution rate per year that is 2–3 times
higher than the rate in primates (169).

Generation time effects on substitutions may also be apparent within primates (126, 172).
The generation times of the Old World monkeys baboons and rhesus macaques (∼11 years) are
approximately half that of chimpanzees and one-third that of humans (49). Accordingly, although
fossils suggest similar divergence times between baboons and rhesus macaques and between
humans and chimpanzees, the Old World monkeys have a 30% longer branch length at non-CpG
sites (but similar levels of divergence at CpG sites) (40, 41, 73). Within apes, chimpanzees may
have a slightly faster molecular clock than humans (41).

These observations suggest that humans have undergone an evolutionary slowdown relative to
other primates, possibly driven by the lengthening of their generation time (41, 50, 142, 172). It is
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worth noting, however, that it is the time between puberty and mean breeding age rather than the
generation time per se that should be most relevant (see sidebars), and this interval may actually
be longer in chimpanzees, for example, than in humans (43, 83, 98, 116).

The number of spermatogenetic cell divisions can be increased not only by a longer generation
time relative to puberty but also by an increased intensity of sperm competition. Presgraves &
Yi (133) suggested that relative testis mass, a proxy for the degree of sperm competition (57),
is positively associated with an increase in the ratio of male to female mutations. Gorillas are
polygynous (single male to many females) and have a small relative testis size (30). Humans are
largely monogamous (single male per female) and have an intermediate relative testis size. By
contrast, chimpanzees are promiscuous (multiple males per female) and have a large relative testis
size, reflecting the fact that males produce many sperm per ejaculate. Chimpanzees produce sperm
at a faster rate [every 14 days (151)] than do humans [every 16 days (61)] (the sperm production
rates of gorillas are not known). These sperm production differences may account for a slightly
stronger paternal age effect in chimpanzees (3 mutations per year; 158a). It is unclear, however,
whether testis size per se helps to explain variation in α across primates (170) and mammals (167),
as it may be a poor measure of sperm competition (11, 107).

Other aspects of spermatogenesis may also evolve rapidly. In mice, one spermatogonial stem
cell is thought to give rise to up to 4,096 haploid spermatids, whereas in rhesus macaques, it
gives rise to up to 128 haploid spermatids, and in humans, it gives rise to only up to 16 haploid
spermatids (38). The differences among the three species lie in the number of mitotic cell divisions
prior to meiosis and may also contribute to variation in mutation rates across species.

These considerations raise the possibility that changes in life history over the course of
hominoid evolution have altered the number of spermatogenetic cell divisions per year. Any
combination of a lengthening of the generation time, a delayed onset of puberty, or a postpubertal
decrease in the number of mitotic cell divisions in males could have led to a decrease in the
yearly mutation rate and help to explain why (contemporary) pedigree-based rates are lower than
phylogenetic ones.

The possibility that mutation rates in hominoids are rapidly evolving introduces uncertainty
about the dating of demographic events inferred from genetic data (e.g., 88) and the interpretation
of divergence patterns on sex chromosomes and autosomes (124, 133, 161). In the short term, one
way to circumvent these difficulties might be to focus on transitions at CpG sites, which constitute
almost a fifth of all de novo mutations (80) and appear to be much less sensitive to the number of
cell divisions per year (69). Longer term, in order to dissect the sources of interindividual variation
in mutation rates and understand the factors that shape their evolution, there will be a continuing
need to synthesize findings from biochemistry, evolutionary biology, and human genetics.

FUTURE ISSUES

1. To resolve uncertainty about the contemporary mutation rate and learn about sources
of interindividual variation, we need additional pedigree studies that include more than
one offspring and that are mindful of the number of sites reliably surveyed. Including a
third generation will further allow one to distinguish somatic and germline mutations
and to assign mutations to male and female germlines.

2. It will also be helpful to use new, complementary approaches to estimate the mutation
rate. One approach is to compare the divergence on a lineage leading to securely dated
hominoid fossils with the divergence to extant humans (48).
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3. To learn about sources of spontaneous deamination, it will be important to study the
methylomes of spermatogonial stem cells and arrested oocytes.

4. To learn how and why mutation rates evolve, it will be of interest to conduct pedigree-
based studies of the mutation rate in other primate species, notably ones in which sper-
matogenesis is relatively well characterized (e.g., rhesus macaques).

5. It will also be of interest to obtain estimates of α across primates from context-dependent
phylogenetic models, broken down by the likely mechanistic sources of mutation.
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