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Abstract

Artificial intelligence (AI) is a salient but polarizing issue of recent times. Ac-
tors around the world are engaged in building a governance regime around
it. What exactly the “it” is that is being governed, how, by who, and why—
these are all less clear. In this review, we attempt to shine some light on those
questions, considering literature on AI, the governance of computing, and
regulation and governance more broadly.We take critical stock of the differ-
ent modalities of the global governance of AI that have been emerging, such
as ethical councils, industry governance, contracts and licensing, standards,
international agreements, and domestic legislation with extraterritorial im-
pact. Considering these, we examine selected rationales and tensions that
underpin them, drawing attention to the interests and ideas driving these
different modalities. As these regimes become clearer and more stable, we
urge those engaging with or studying the global governance of AI to con-
stantly ask the important question of all global governance regimes: Who
benefits?
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1. INTRODUCTION

The topic of artificial intelligence (AI) occupies a significant amount of global policy attention.
Some have seen it as holding economic promise; others as a business threat; and others, still, as a
cause or catalyst for several salient social and environmental concerns. These hopes and anxieties
have led to calls for global governance, which itself has become a polarizing topic. Critics argue it
is captured by industry or completely ineffectual, whereas proponents and closely engaged players
see themselves creating regimes that will steer the future. In this review, we frame and examine
varied global governance initiatives, and their accompanying, varying AI framings, as key sites of
regulatory contestation.

We first establish what both AI and global governance mean in the context of this review.
Then, we take critical stock of the different modalities of the global governance of AI that have
been emerging, such as ethical councils, industry governance, contracts and licensing, standards,
international agreements, and domestic legislation with extraterritorial impact. We finally move
to assess selected rationales and tensions that underpin them, considering the interests and ideas
driving them.

1.1. What Are We Talking About When We Talk About AI?

AI has become a loose, umbrella term increasingly saddled with hype,misdirection, and confusion.
In recent years, and particularly in governance discussions, it has mainly become the new term
referring to technologies that used to be referred to as datamining, big data, ormachine learning—
or indeed, by some, practically any piece ofmodern software.This is to the general distress of those
who seek a specific definition of AI or emphasize approaches from outside pattern recognition
and statistics, such as symbolic reasoning. In this article, we are concerned less with what AI is (or
should be) than with what technologies and practices are proposed to be governed when we speak
of global governance of AI.

For these purposes, the term AI is perhaps most usefully understood as a practice, an “applied
science and engineering discipline” (Bryson 2020, p. 4) aiming to impart qualities humans consider
intelligent into artefacts in particular software. The governance of AI as a practice must therefore
also be seen through this wider lens. It should include the tools and processes used by this prac-
tice, including their availability and social and material impacts.We prefer to speak of AI models,
development tool kits, frameworks, data sets, or other artefacts rather than speak of how to gov-
ern “an AI,” which can entail misleading connotations. This resonates with how even technical AI
practitioners do not agree on the location of the “algorithm” as artefact, let alone wider disciplines
whose work is important to the development and steering of these technologies (Seaver 2017). AI
further includes AI practitioners and the organizations they work within; the ends to which these
technologies are put; and the social, economic, and political structures surrounding their use. It
also should include the characteristics of the AI artefacts themselves and how these manifest in
various contexts and can affect the people, environments, and institutions they come into con-
tact with. This review focuses on existing and clearly emerging, not hypothetical, AI technologies.
Highly speculative discussions about artificial general intelligence or existential risk attract atten-
tion in some niches of academia, industry, and philanthropy-supported think tanks but are out of
the scope of this article.

Some of the aspects we discuss the global governance of are AI specific, whereas others AI
has highlighted but did not create, overlapping with much older issues around the governance
of computing, or of social sorting and categorization (e.g., Bowker & Star 1999, Gandy 1993).
We have focused on anchoring discussions of these connected areas to AI, while simultaneously
highlighting that some of the most important aspects of the global governance of AI might really
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be aspects of the global governance of computing technologies (or lack thereof ) that interest in
AI has turbocharged and made more salient than ever.

1.2. What Are We Governing When We Govern AI?

What the governance of AI does or should mean, let alone the global governance of it, is far
from self-evident. We first provide an overview of a wide range of modalities of governance of
AI that have clear global relevance, including public, private, informal, formal, and hybrid policy
instruments, ranging from industry standards to internationally developed principles and law that
cut across several areas.We then consider some of the tensions they are already having to navigate,
and which may be even more visible and important in the future.

One way of understanding the global governance of AI is to look at the conceptual target
of regulation. We can distinguish rules by the aspect of AI in practice they seek to shape: the
development, use, and infrastructures of AI.

The governance of AI development involves attempting to apply requirements during system
design and maintenance to achieve a range of policy aims. These might include broader notions
such as safety or cybersecurity, specific statistical goals like narrow definition of nondiscrimina-
tion, or limited carbon emissions in training. Such requirements may also attempt to provide
transparency and oversight mechanisms, such as requiring audits of AI systems before their de-
ployment or requiring their listing in a database before their sale. Such development requirements
can be national rather than global, yet insofar as they regulate activity in international markets,
they may have a much wider impact (Newman 2011). Designing policy objectives into technology
begs the question of where these objectives come from. For example, hiring systems sold interna-
tionally have been found to embedUS nondiscrimination norms, such as the four-fifths rule,which
may not tackle concerns in other jurisdictions (Sánchez-Monedero et al. 2020). Systems intended
to detect hate speech or terrorist content must deal with nationally specific definitions of these
in law. Furthermore, some AI-related concerns are inherently global, for example, when models
with specific capabilities such as text or image generation are released internationally, or where the
training process involves transnationally important carbon emissions and supply chains of extrac-
tive materials and labor (including psychological impacts from data labeling), which differentially
impact upon certain jurisdictions in the value chain (Matus & Veale 2022).

The governance of AI use concerns the means and ends of deploying politically, socially, and
economically consequential software. In practice, this category can range widely: laws around au-
tomated decisionmaking in international treaties such as Convention 108+; transnational regimes
concerning AI use in domestic sectors, such as medical devices, policing, and intelligence; and
regimes regulating often inherently transnational uses of AI, such as in content moderation,
international conflict, humanitarian response, and international policing.

The governance of AI infrastructures involves policy efforts that seek to transcend the
development–use dichotomy above. This lens draws attention to the influence of transnational
technology stacks by vertically integrated firms, such as Apple, Google, Amazon, and Microsoft,
which sell hardware, operating systems, sensing technologies, cloud computing, networking
infrastructure, and even specifically trained models, all of which can be prerequisites to the de-
velopment and use of certain types of AI system. This area is less developed but is increasingly
drawing the attention of competition regulators, and questions about digital sovereignty are en-
tering international negotiations in various forms. AI systems can also be seen as reshaping points
of decision making and control within organizations, which connects global issues of the polit-
ical economy of these technology stacks to the real choices, constraints, and influence domestic
organizations experience (Balayn & Gürses 2021).
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We begin with a condensed overview of salient modalities of global governance that touch
upon one or more of the above areas. In the following section, we provide a critical discussion
of tensions that these modalities highlight, in terms of both their theoretical goals and practical
application.We argue that the global governance of AI is still very much a contested concept, one
that is currently being substantially driven by industry interests, and thus deserves to be carefully
unpacked and scrutinized. We conclude by outlining several reflections for policy makers and
researchers working in this field to consider when engaging with these efforts.

2. THE MODALITIES OF AI’S GLOBAL GOVERNANCE

It would be futile for any article to seek to produce a current, detailed, and exhaustive list of global
governance initiatives in the area of AI. The institutional landscape is changing so rapidly, with
new initiatives emerging practically every day, that such a list would be outdated before it began.
Nevertheless, we can identify and illustratively populate broad, ideal-type categories that show
their development across multiple issue areas. As we demonstrate, these governance modalities
are all highly political and increasingly important sites of political contestation between industry,
various governments, international organizations, and civil society. We organize these in (rough)
order of increasing institutional complexity.

2.1. Ethical Codes and Councils

A deluge of AI ethics documents, councils, and multi-stakeholder institutions has been established
in recent years. Many of these have been established by large technology firms or organiza-
tions closely affiliated and linked to them: Some are internal institutions within companies whose
products’ reach gives them global importance, such as Microsoft’s Aether Committee, Office of
Responsible AI, and Responsible AI Strategy in Engineering; IBM’s AI Ethics Board; andGoogle’s
short-lived external ethics committee, the Advanced Technology External Advisory Council.
Other initiatives are funded by technology firms but at least nominally external.Perhaps the largest
example of this is the Partnership on AI (PAI), established by Amazon, Apple, Google, Facebook,
IBM, and Microsoft in 2016. Other industry-funded fora sit at the periphery of these efforts, such
as the World Economic Forum or financially supported research entities such as the Future of
Life Institute or the Future of Humanity Institute.

These entities typically, nominally seek to coordinate action across the industry actors devel-
oping AI systems and aim to shape future agendas of socially responsible AI governance within
and across firms. In practice, however, their efforts have been at best decidedly mixed and at worst
mired in controversy. For instance, the PAI initially attracted a range of civil society members, but
enthusiasm for its impact has waned over the years since its founding. Prominent nongovernmen-
tal organization (NGO) AccessNow resigned in 2020, stating upon its exit that it “did not find that
PAI influenced or changed the attitude of member companies or encouraged them to respond to
or consult with civil society on a systematic basis” (Access Now 2020). The principles established
by industry ethics councils have been criticized for being vague and practically meaningless, with
no enforcement or mechanisms to demonstrate compliance. Some have argued that these volun-
tary efforts operate—if they operate effectively at all—downstream from the business models and
company cultures at the heart of many ethical concerns (Munn 2022) or focus on engineers and
design choices and are effectively subsumed into corporate logics and incentives (Green 2021). As
one review of several dozen AI ethics frameworks noted “substantive divergences” among these
ethical principles as to how ethical principles are interpreted; why they are deemed important;
what issue, domain, or actors they pertain to; and how they should be implemented, alongside the
serious absence of efforts originating in Global Majority countries ( Jobin et al. 2019).
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Most concerning are arguments that AI ethics principles have served predominantly as an at-
tempt to forestall regulatory action by firms (Nemitz 2018), where “‘ethics’ is the new ‘industry
self-regulation’” (Wagner 2018, p. 84) and can provide fuel for public-facing public relations cam-
paigns. The membership of the short-lived Google AI Ethics council, for example, appeared to be
influenced by a broader policy strategy seeking to win favor in American policy circles and provide
an answer to concerns in the Republican party that firms like Google privileged Democratic val-
ues and viewpoints.1 The backlash against instrumentalized ethics has been regrettable for those
arguing that moral philosophy as a field has much of use to add to discussions around AI systems
(Bietti 2021).

2.2. Industry Governance

Industry self-governance beyond ethical principles today is patchy but nonetheless influential.
Much hinges on the bottlenecks firms have established in the AI space. A small number of firms
control the resources that facilitate the training of AI systems, including physical (such as large
clusters of graphical processing units connected to cheap sources of electricity), epistemic (access
to cutting-edge groups of researchers, the ability to pay huge salaries to university professors), and
informational (access to data sets, the resources to pay for extensive labeling, and live systems for
collection and experimentation) resources. Industry actors have sponsored significant quantities
of research into technical tools, particularly through high-profile academic conferences, which
some scholars have characterized as a process of “manufacturing consensus” around political con-
cepts like fairness (Young et al. 2022) and promoting shallow, decontextualized, engineer- and
lab-centric methods that scale smoothly and cheaply (Gansky & McDonald 2022, Green 2021).
Such industry governance can be seen as a form of transnational policy entrepreneurship, consist-
ing of the “management and communication of expert discourse rather than the data, evidence or
research findings” (Stone 2019, p. 1133).

One particular direction tangible global AI governance is fast gravitating toward is the lucrative
and publicly salient domain of general-purpose systems. AI systems designed for generic forms of
analysis are classic dual-use technologies, supporting both relatively benign purposes, such as stock
image or boilerplate text generation, and controversial ends, such as criminal activity or demo-
cratic disruption. An important question arises—how to facilitate good purposes while limiting or
preventing unwanted ones.

Many of the most performant AI systems on the market of this type are sold as-a-service
through new, platform-based business models premised on cloud computing (Cobbe & Singh
2021). These models are marketed as generic, foundational capabilities in areas such as text or
image analysis or generation, which users can integrate and tailor to specific applications. Al-
though users often bring their own data sets to fine-tune the model to their use cases, they rarely
have a full copy of the resulting model and are instead typically permitted to use them only as
question–answer systems via application programming interfaces.

This form of distribution of AI capability gives platforms the ability to act as important gov-
ernance decision makers. Insofar as desirable models are proprietary, their usage can be made
conditional on certain use purposes.Google, for example, restricts their celebrity recognition facial
classification system to white-listed customers in the media industry (BSR 2019). Some commen-
tators have expressed concerns that governance becomes difficult or impossible if models are open
sourced, such as the production of text without steganographic watermarks to tell it is artificial

1It was shuttered after a swift backlash centering on Google’s appointment of the trans-exclusionary director
of the Heritage Foundation, a think tank associated with the Republican Party, to the board; the company has
not since replaced it with alternative mechanisms (see Bietti 2021).
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(Aaronson 2022). Furthermore, the funding of the kind of labeling needed to support outputs that
are not obviously harmful, such as the generation of child sexual abuse imagery and narratives,
costs hundreds of thousands of dollars even for a single model, using outsourced labor paid less
than $2 per hour, and with limited psychological support or counseling (Perrigo 2023).

It is currently unclear just how indispensable platforms will be in the provision of AI in the
future. Multisided platforms for AI models are emerging, such as Hugging Face, which provides
infrastructure for the distribution and use of systems made by others. In our current digital envi-
ronments, select entities are extremely powerful regulators. App stores are the only way to install
certain types of software onmanymobile devices, and they regulate issues such as content and data
usage of software through a mix of technological restrictions and contractual limitations (Cowls &
Morley 2022, Marsden & Brown 2023, van Hoboken & Fathaigh 2021). There are constant con-
cerns around the consistency and quality of such rules—YouTube regulates its users differently by
tier (Caplan & Gillespie 2020), whereas Facebook has breached Apple’s rules on several occasions
in ways that would likely have seen less prominent software banned entirely (Carman 2019).

In the future, global AI governance seems likely to become highly enmeshed with platform
governance. If important intermediaries remain, they will be both powerful governors and a tar-
get for legislators to regulate AI systems (Cobbe et al. 2023). This would mirror countless prior
experiences in information technology law, where intermediaries in areas from social media to
cryptocurrency become “regulatory access points” (Finck 2018) or “chokepoints” (Goldsmith &
Wu 2006, Tusikov 2016). As it stands, the Council of Ministers of the European Union is already
considering placing some obligations on providers of general-purpose AI systems in the draft AI
Act, suggesting further that they can avoid certain legal obligations by prohibiting particular uses
of them in good faith and acting upon the detection of “market misuse” (Counc.Eur.Union 2022a,
title IA).

2.3. Contracts and Licensing

Another emerging, important, private form of transnational governance over AI systems is the use
of contractual terms to attempt to limit the uses of AI and its outputs. This mechanism appears
to be inspired by important innovations in the history of computing governance—in this case, the
intellectual property regimes that emerged around open-source software.

In response to the proprietary, corporate-controlled nature of much AI development, and
spurred at least in part by growing concerns over digital sovereignty and national dependency on
certain significant AI systems and capabilities, interest in creating open-source, general-purpose
AI systems has grown in recent years. Platform marketplaces of sorts, such as Hugging Face,
have emerged to facilitate the querying, distribution, and development of open-source AI sys-
tems (Cobbe & Singh 2021).However, the ease of access to these systems has posed some political
questions, because few checks and balances exist to prevent their application to controversial tasks.
Some model designers have in response turned to contract law, retaining the intellectual property
of a model (i.e., not releasing it into the public domain) and instead providing only a conditional
license to use it (Contractor et al. 2022). Such licenses have long been a central part of software
and digital intellectual property (IP) governance. The copyleft family of licenses, such as the GPL
license, require any derivative work based on the licensed code to be distributed under the same
or equivalent license terms, whereas Creative Commons licenses allow content to be reused un-
der a menu of conditions, such as attribution or nonalteration or for noncommercial purposes
(Guadamuz 2004).

In the AI space, the RAIL (Responsible AI Licenses) initiative claims to go beyond these ini-
tiatives to add “behavioural use restrictions.” The IP holders applied such a license to the Stable
Diffusion model, an attempt to make a model similar to OpenAI’s proprietary DALL-E 2 image
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generation model. This license forbids users to use the model, inter alia, to defame others; to pro-
vide medical advice; for law enforcement or similar purposes; for purposes that intend or have
the effect of discrimination, broadly understood; for certain fully automated decisions, a provi-
sion based on data protection law; and to exploit individuals in a way likely to cause physical or
psychological harm—rules that seem to be lifted directly from the European Commission’s draft
AI Act (Rombach & Esser 2022). Although these contractual terms are not perfect, and some of
these provisions are vaguely drafted (for example, drawn from laws without importing the relevant
definitional sections, or not specifying jurisdiction for defamation, or general illegality), the most
significant barrier to their effective implementation is that only copyright holders can enforce the
copyright license (Contractor et al. 2022, Guadamuz 2004). Although software companies may be
fairly aware of a limited number of competing software companies in the area, and able to gather
enough information to pursue effective enforcement, the prospects for successfully preventing
social misuse seem less likely when the issue is around the use of technology rather than its de-
velopment and purported IP theft. Relatedly, open-source or public interest teams developing AI
systems licensed in this way likely would lack the ability to spot and police the huge variety of
users of a general-purpose AI system, nor would they have the necessary legal resources to make
such governance realistic at scale. We might envisage another institutional layer of enforcement
mechanisms—just as the foundations holding copyright to much open-source software have cre-
ated “community-oriented” enforcement principles (Ballhausen 2022)—but to our knowledge no
such proposals have yet emerged.

A more legally tenuous effort can be seen as some platforms’ attempt to license models’ out-
put, rather than the models themselves, in an effort to govern their global use. OpenAI, a firm
known for its models that can generate novel text and imagery, operates a content policy requiring
generated media to be disclosed as artificial and forbidding certain topics, such as that depicting
“illegal activity,” relating to politicians, or promoting “major conspiracies.” If these guidelines are
breached, OpenAI, which claims to hold ownership of generated media to the extent permitted
by law, reserves the right to revoke the license it provides to users. The extent of their effective
enforcement based on IP, however, is probably limited by two factors: the jurisdiction and the
limited creative skill or labor required to make the prompts the systems use to generate the media
(Guadamuz 2017, 2022). Elaborate prompts may lead to some protection, but this would seem a
limited mode of governance, because there is no reliable connection between prompt complexity
and potential harm.

2.4. Standards

The historical global governance of computing has relied heavily on self-regulatory fora for
creating engineering standards (Harcourt et al. 2020). Such standards have always been crucial
for networked technologies, which require components to play by the same rules to achieve
functionality. Bodies such as the Internet Engineering Task Force, the World Wide Web Con-
sortium, and the Institute of Electrical and Electronics Engineers (IEEE) manage important
standards such as TCP/IP, HTML, and 802.11 (WiFi). However, outputs of these organizations
have political dimensions, going beyond facilitating functionality to produce value-laden, human
rights–related design patterns and outcomes, such as those relating to privacy and free expression
(Braman 2011, Cath 2021). The international proliferation of unified networking standards gives
them a significant global governance role (DeNardis 2014), and substantive policy decisions and
values can effectively piggyback on their functional necessity and be baked in at a technical level.

Standards processes can empower well-resourced incumbents. In the networking domain, the
adoption of standards by large actors can coerce other actors to adopt the same changes (Cohen
2019, ten Oever 2021). Involvement in any standards body requires significant investments of
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labor, and those with experience of the process are more able to influence it. Cost can further limit
accountability. Many standards relevant to computing are made through proprietary standards
bodies, where the process of standards development is closed to those who are not paid members
and the final product is proprietary, often costing hundreds of dollars to obtain the entire
interrelated set of rules needed.

Despite this, the success of networking standards has led some voluntary standards organi-
zations to seek the same approach for the governance of AI systems. One of the earliest sets of
standards to emerge was the IEEE P70xx series. These include published standards on trans-
parency (7001–2021), processes for considering ethical issues in design (7000–2021), and standards
on bias and “ethically-driven nudging” (7003TM, 7008TM). The International Organization for
Standardization (ISO) also has a range of standards,mostly under development, through the com-
mittee ISO/IEC JTC 1/SC 42, established in 2017. Both of these organizations typically work on
a subscriptionmodel; retain copyright to the standards published; andmakemoney either through
licensing access directly or through licensing localizations and translations from typically private
national standards bodies, such as the AmericanNational Standards Institute (known as ANSI), the
British Standards Institute (known as BSI), or the German Institute for Standardization (known
as the DIN). National measurement institutes, which unlike most standards bodies are typically
public entities, have also been working on AI standardization, including the National Institute
of Standards and Technology in the United States, which has created an AI Risk Management
Framework (NIST 2023), and the National Physical Laboratory in the United Kingdom, which
is a partner in the United Kingdom’s AI Standards Hub.

Not all standards are necessary for functionality. Some might simply transmit knowledge to
lower-capacity organizations looking to understand how to build a system in line with current best
practice, resembling a simple knowledge output instead of a coordination mechanism. Another
important role is signaling. Computing standards can signal best practices to other market actors,
such as to actuaries for insurance purposes (Shackelford et al. 2015, p. 352). They might be used as
a signal for legislators when they are considering whether firmer regulation is required (Marsden
2011, pp. 57–58) or to courts when assessing tortious negligence (Schepel 2005, chapter 10).

Governments appear to be taking two broad approaches to AI standard setting, which can be
classified, following the standards and certification literature, as hybrid or symbiotic (Cashore et al.
2012). Hybrid approaches seek to incentivize private standards to allow compliance with a legal
instrument, as proposed in the EUAI Act (discussed further below). Symbiotic approaches see pri-
vate certification systems reinforcing the authority and legitimacy of other governance systems;
an example is the optional industry certification mechanisms that are in EU data protection and
cybersecurity law (Kamara 2017). As standardization incentives go beyond functionality and net-
work conformity, the regulatory trajectory of AI standards seemingly resembles non-computing
standardization domains, such as sustainable products or product safety, more than the typical
networking standards (Matus & Veale 2022).

2.5. International Agreements

In parallel to international industry self-regulation, a series of intergovernmental standards and
fora around AI issues have emerged. Standards and principles include the Organisation for Eco-
nomic Co-operation and Development (OECD) Recommendation on AI (OECD 2019), the
UNESCO Recommendation on the Ethics of Artificial Intelligence (UNESCO 2021), and the
G20 AI Principles (G20 2019). For the most part, these do not differ significantly from industry
documents or, arguably, industry interests. For example, a synthesis of principles did not surface
recurring mentions of digital competition, power, or control over technologies (Cowls & Floridi
2019). Despite its global policy salience, digital power appears to be an issue technology firms are
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keen to keep off the table. A range of countries have set up a Global Partnership on AI, not to be
confused with the private sector–led PAI discussed above, to build on the OECD work, although
as it stands its impact is unclear.

The Council of Europe (CoE) has taken a leading role in AI governance, as it has regarding
previous digital and data-related legal instruments. The 46-member club is most notable for the
European Convention onHuman Rights, which underpins the European Court of Human Rights
and much international surveillance and profiling jurisprudence. It also spearheaded the Budapest
Convention on Cybercrime; the Convention for the Protection of Individuals with Regard to Au-
tomatic Processing of Personal Data; Convention 108 (andmore recently 108+), which underpins
international data protection standards; and the Oviedo Convention, which attempts to safeguard
human dignity in the context of more sophisticated biotechnological innovation.Despite its name,
the CoE’s treaties can be global in influence: The Budapest Convention on Cybercrime has 67 rat-
ifications or accessions, including many countries beyond Europe, such as Canada, the United
States, Australia, Nigeria, and Japan.

In September 2019, the CoE set up an intergovernmental committee, the Ad Hoc Commit-
tee on AI (CAHAI), to examine the feasibility of a horizontal and transversal legal framework for
the development, design, and application of AI systems. In June 2022, the Committee of Min-
isters instructed the successor body to the CAHAI, the Committee on Artificial Intelligence, to
“proceed speedily with the elaboration” of such an instrument, following CAHAI’s work on the
possible elements of a treaty.The proposal fromCAHAI diverges clearly from the principles above
in recommending provisions around effective compliance and independent national supervisory
authorities, and in recommending the prohibition of certain types of AI systems, such as those
engaging in biometric categorization or social scoring. At the time of writing, the Committee on
Artificial Intelligence agreed at the second Plenary Session, at the request of the United States
and to significant criticism from civil society bodies who claim no such final decision was made,
to draft iterations of the proposed Convention in a closed drafting group that consists only of po-
tential Parties to the treaty. Media reports highlight that this was under pressure from the United
States, whom the CoE has significant diplomatic interest in attracting as a signatory, which did not
wish its negotiating positions on the narrowing of the Convention, such as its exclusion of private
sector bodies in their entirety, to become public knowledge (Bertuzzi 2023). Simultaneously, the
European Commission managed to obtain the authority to negotiate on behalf of EU member
states, concerned that “the convention may affect existing and foreseeable future common Union
rules or alter their scope” (Counc. Eur. Union 2022b).

2.6. Converging and Extraterritorial Domestic Regulation

Themost concrete form of AI governance involves rules set by national governments, or by supra-
national associations of national governments like the European Union. In areas of digital policy
as in other areas, these regulations often have a transnational impact, because they not only af-
fect international businesses seeking to offer products in the market in question but also—under
certain conditions—create incentives for firms to harmonize their rules to reduce costs across
jurisdictions, potentially adopting new national regulations as a de facto international standard
(Bradford 2020, Kalyanpur & Newman 2019).

The European Union and its member states have quickly emerged as a key player in the
global regulation of AI, passing and proposing a variety of new regulatory instruments since 2016
with impacts on machine learning, in addition to the application of existing, generic instruments.
Most recently, the European Commission has proposed a draft AI Act, with a primary aim of
setting harmonized, maximum standards for the characteristics of AI systems in certain high-risk
application domains, such as educational assessment, hiring, or aspects of policing and the
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judiciary (Veale & Zuiderveen Borgesius 2021). Providers of these systems would be responsible
for self-certifying that they meet certain essential requirements, which would be elaborated in
proprietary standards authored by private European standardization bodies,EuropeanCommittee
for Standardization (CEN) and the European Committee for Electrotechnical Standardization
(CENELEC), and their national members. Any providers wishing to sell high-risk systems into
the European market, or to deliver high-risk AI systems from a distance, must certify their
systems in accordance with European standards. As a result, providers wishing to deploy a model
in markets across the world are likely to have to pay attention to these standards, which as
proposed include considerations of issues such as bias, human oversight, and cybersecurity, and
which come with certain public documentation requirements.

Beyond the draft AI Act, many other European regulatory instruments have the effect of
regulating some aspect of the use, development, or infrastructures of AI, with varying global di-
mensions. The proposed Platform Work Directive is another example, as it advocates for aspects
of transparency and oversight of systems used in algorithmic management (although its territorial
scope is limited to where the platform work is actually performed,meaning extraterritorial impact
is limited if international platforms choose not to use EU-based workers). Both the Digital Ser-
vices Act [Regulation (EU) 2022/2065,DSA] and the Fairness in Platform-to-Business Regulation
[Regulation (EU) 2019/1150] involve some provisions relating to the transparency of AI-powered
recommender systems in the context of significant online platforms offering select services (Cobbe
& Singh 2019). Because recommender systems tend to span borders, this transparency will come
with global impact. The debates around the extent to which platforms deploying recommender
systems are liable for content that they recommend, and the manner in which they recommend it,
have also created important legal questions that are being explored by courts [e.g., Case C-682/18,
YouTube and Cyando ECLI:EU:C:2021:503 (EU Court of Justice) and caseGonzalez v. Google LLC,
598 US __ (2023)]. These have particularly global importance because they concern the extent
to which the use of AI can be covered by wide-ranging intermediary liability shields, which can
preclude other forms of governance.

Alongside these AI- or platform-specific forms of regulation, there are many areas in which
established areas of government policy making have implications for AI systems. Data protection
law is one example. Data protection law around the world is often similar in form, with many
instruments both in the European Union and beyond containing similar provisions to Article 22
of the General Data Protection Regulation [Regulation (EU) 2016/679, GDPR] (Binns & Veale
2021, Demetzou et al. 2023), an article that provides for safeguards and legal bases necessary for
significant decisions and measures taken solely on the basis of automated processing. Article 15,
which provides for access to the logic of the processing of some significant profiling systems,
similarly has been implemented across numerous jurisdictions. These provisions represent some
shared minimal baseline of information and, in some cases, transparency regarding significant uses
of AI without human involvement but are drafted in a way that makes them difficult to apply in
many realistic situations (Binns & Veale 2021, Custers & Heijne 2022). Statutory restrictions in
data protection law with implications for AI development, as opposed to AI use, are rarer but exist.
It is generally illegal to train a machine learning system on personal data the developer cannot
establish a legal obligation to process, such as data from a leak or hack. Insofar as AI systems,
particularly large language models or other generative tools, can be considered as personal data
sets, this may restrict their movement and sale, which may have cross-border implications (Veale
et al. 2018).

Intellectual property law interacts with both domestic regimes and other regimes of gover-
nance discussed above. Copyright law may prohibit use of certain personal and nonpersonal data
without appropriate authorization. The most relevant global form of such authorization is the

264 Veale • Matus • Gorwa



text and data mining exemption, versions of which were first implemented in Japan in 2009 [now
Copyright Act of Japan, articles 30–4, 47–5], followed by the United Kingdom in 2014 [Copy-
right, Designs and Patents Act 1988 s. 29A], and later the European Union in its Digital Single
Market Directive (EUDirective 2019/790) (Caspers et al. 2017). These exemptions are becoming
increasingly relevant as unrest grows over scraping and use of text and multimedia from theWeb,
particularly from skilled artists, writers, and coders, for use in the training of large-scale generative
models. Whether individual users of such models are granted rights over the outputs of models
they use, or whether these outputs do not qualify for protection such as copyright, also affects the
scope of the contractual global governance outlined above. Furthermore, the international con-
tours of trade secret law also serve to limit the scrutiny of AI systems and data sets by regulators,
and the transparency that can be mandated of deploying organizations (Radauer et al. 2022).

In certain cases, competition law may prevent combining data across services and potentially
prevent the unification of certain AI infrastructures, if those might have broader anticompetitive
or injurious effects. Competition authorities are exploring the interaction of AI and their existing
powers,while they and legislators also look to new ex ante instruments, such as theDigitalMarkets
Act (EU Regul. 2022/1925, DMA) or the proposed UK Digital Markets Unit. However, little
enforcement directly around AI has taken place to date, as regulators have typically considered
the underlying data infrastructures rather than AI directly.

3. RATIONALES AND TENSIONS IN THE GLOBAL
GOVERNANCE OF AI

While the global governance of the development, use, and infrastructures of AI is currently in a
state of rapid activity, it is worth stepping back and unpacking the underlying drivers and impli-
cations of global governance efforts. Theoretically and empirically, a clearer understanding of the
rationales and limitations of global systems of regulations can illuminate the potential of these
efforts—but also the areas where key tensions and shortcomings are likely to emerge.

3.1. Governance for Transboundary Issues

The first, and perhaps most obvious, rationale behind global efforts is geographical—specifically,
the scale and transboundary nature of these systems and their impacts. The value chains that
link the supply and implementation of AI technologies, and the infrastructures on which they rely,
have transboundary elements, and governing them by a single set of rules is sometimes technically
advantageous for functionality—as with internet protocols—as well as economically advantageous
for businesses that wish to be governed by a single set of rules.

Transboundary global governance also emerges from a concern about transboundary impacts.
AI value chains have analogies in commodity supply chains (Matus & Veale 2022). This implies
that the infrastructures that support data collection and training, for example, may perpetuate
harm on underpaid workers in countries well beyond the labor protection regulations of the soft-
ware firms making use of these data. Related harms have already been demonstrated in the context
of contentmoderation in the platform economy (Gray&Suri 2019,Roberts 2019). In recent years,
transborder litigation has emerged concerning the harms of data labeling onmarginalizedworkers,
such as from NGO Foxglove against Meta Platforms and their Nairobi-based former contractor
for content moderation, Sama (Perrigo 2022). At the same time, Sama cut ties with generative AI
model firm OpenAI due to the “traumatic nature” of the required data labeling (Perrigo 2023).
Because such labeling practices are highly dematerialized, informationalized, and globally mo-
bile, there is some argument that resultant governance issues must be dealt with at the global
level.
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Of course, global governance is not the only possible response to transboundary impacts.These
can be dealt with via governance tools that range from formal, (nonglobal) trade agreements to
supply chain contracting requirements.Yet thesemore geographically limited approaches have po-
tential drawbacks that may drive responses into a global sphere. In this case, the well-established
argument about races to the bottom provides a useful perspective. The argument, which emerged
in the context of environmental regulatory scholarship, is that in the absence of a centralized
transboundary governance regime, firms would be incentivized to relocate their most environ-
mentally harmful activities to areas of low regulatory stringency, cost, and/or enforcement (Esty
1994, Konisky 2007, Porter 1999). To remain competitive, states or nations with stricter regula-
tion would be forced to lower their standards, leading to an overall downward trend in regulatory
standards. Some studies pointed out numerous reasons that firms did not, in fact, relocate op-
erations into areas with lower standards (including costs, firm reputation, and others). However,
Porter (1999) showed that poorer, industrialized countries faced this downward regulatory com-
petitive pressure, whereas higher-income, industrialized, high-stringency countries did not. In
other words, the lack of centralized global regulations means that those with weaker regimes will
compete based on looser regulation, even if that has local negative impacts.

Although much of this original work was focused on environmental regulation, studies have
expanded into labor and other domains of regulation—finding, for example, that decreases in
labor regulations lead to increases in foreign direct investment (Olney 2013). For AI systems, the
implication of concern is that some places will become havens for more harmful activities (i.e.,
low-wage labor) or the development of problematic software that would be regulated (or even
prohibited) in other places. Given the ease with which algorithms and data can move, this could
undermine attempts to control systems capable of uses already subject to proposed regulation,
such as uses in areas of psychological manipulation, as offensive physical or cyber weaponry, or as
surveillance systems. It may also hinder efforts to govern development or infrastructures, as firms
in the AI value chain may search for jurisdictions where local environmental or labor policies
create more economically competitive conditions for data servers or labeling services (Ensmenger
2018).

But it would appear that as of yet, these potentially legitimate rationales for a global governance
system, to prevent havens for harmful development practices, or for the development of AI prod-
ucts restricted elsewhere, are not well-reflected in current efforts. In these potential framings,
global governance is a state-led activity. Although some private regulatory systems have played
a role, for example, around sustainable commodity certification, they are far short of replacing
each other. Indeed, privately led governance systems often compete among themselves (Lambin
& Thorlakson 2018, Steer. Comm. State-of-Knowledge Assess. Stand. Certif. 2012). State-led
approaches reduce negative competitive impacts while also preserving political legitimacy—and
political legitimacy is lacking in the current suite of AI global governance efforts (Erman &
Furendal 2022).

3.2. Governance as Lobbying

Governance mechanisms themselves can also play a role in facilitating actors to obtain preferred
policy choices and outcomes, both within a particular regime and also considering the interactions
across regimes. We look here at both efforts to forestall harder governance approaches, such as
law, and strategic signaling to amplify influence.

3.2.1. Forestalling regulation. A more cynical take on the current efforts, if they are not
particularly well aligned with the above rationales, is that they are attempts to forestall exactly
the kinds of state-driven governance outlined previously. The nature of the interaction between
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private, industry-led voluntary governance efforts and existing, or future, state-led binding regu-
lation has been a matter of long-standing debate for global governance scholars and transnational
regulation researchers.Whether the efforts involve corporate responsibility programs (Auld et al.
2008), product certification schemes (Bartley 2010), or broader forms of company-led “regulatory
standard setting” (Abbott & Snidal 2009), various voluntary commitments made by firms can be
deployed strategically to undercut policy-maker and public demand for stronger, more robust
rules. They can put firms in an advantageous position in which, after having declared various
commitments (or set up industry self-regulatory bodies that seek to coordinate voluntary stan-
dards, practices, and norms), those commitments can simply be walked back or never effectively
implemented when it is convenient (Malhotra et al. 2019).

Technologist-led efforts for governance can portray a policy area as filled with uncertainty,
in need of knowledge that is just around the corner—but that will never come. Computer sci-
entists may think of this in terms of the famous halting problem—an endeavor that may, by its
very operation, never finish. Portraying AI to potential regulators as a highly technical area takes
advantage of the public sector’s enamor with technology firms as “emissaries of the future,” de-
serving of epistemological deference (Zuboff 2015), and these firms’ accumulation of AI expertise
places them at the heart of rule making. The argument that legislators might blunder into rules
that harm an industry through misunderstanding can be a politically powerful one. Yet the knowl-
edge situation around AI governance is not one soluble by more expertise but is best classified as
“postnormal” (Funtowicz & Ravetz 1993), challenging the classic role science is seen to play in
problem-solving. The issues that AI governance is often truly about are not technical but deeply
normative and distributive—which actors make decisions in society, who bears risks and errors,
and what justice should look like procedurally and substantively (Balayn & Gürses 2021). Scien-
tific consensus is unlikely to be achieved here where facts are uncertain, values are in dispute, and
decision stakes are high—and as a result, framing the issue in terms of technological or epistemo-
logical uncertainty acts as a delay tactic. Although some dream of standardizing, encoding, and
integrating values into transparent algorithms—just like applying a technical patch—this imag-
ines we can and should lock politics into place, when new political claims and movements have
been so crucial to our societies and require constant reflection on algorithmic practices in their
broader contexts (Amoore 2020).

Some of the values at the heart of issues of AI governance may also be expected to differ na-
tionally due to different local and regional political preferences, cultures, or economic situations.
Forcing issues with international divergence onto the global scale creates a need for consen-
sus where diverging national regulation may be an appropriate alternative approach, at least in
the short to medium term. The politics of subsidiarity—achieving some sufficient outcome at a
lower level—is fundamentally incompatible with many technology firms’ chosen platform busi-
ness models, which value unimpeded (or unimpedable), low-friction scaling as deeply foundational
(Pfotenhauer et al. 2022).

3.2.2. Signaling. Some research has suggested that by appearing socially responsible, firms can
gain closer access to policy makers (Werner 2015). The voluntary creation, funding, and sup-
port of the governance methods described above have been woven alongside corporate capture in
the responsible AI research space (Young et al. 2022). Taxonomies, logics, and ways of thinking,
examining, assessing, and framing are likely to be drawn into state-led policy discussions from
industry research simply due to the proportion of industry research on these topics in open aca-
demic fora. This signaling of interest and expertise seemingly leads to situations where “expert
groups” of public sector bodies are staffed largely by the entities likely to be subject to this regula-
tion (Veale 2020). This is not to say that many of the individuals within these firms are not experts

www.annualreviews.org • AI and Global Governance 267



in this area—it is precisely the rapid hiring and accumulation of research teams, particularly from
academia, into industry labs and publishing in traditionally academic venues that have fueled the
number of industry representatives in any given meeting when any AI-related governance issue is
being discussed. In recent years, the tensions of holding a critical view on technology while also
benefiting from an industry research position have become more apparent, as a range of individ-
uals have been fired for organizing or publishing research within large technology firms such as
Google (Whittaker 2021).

3.3. Governance as Framing

Setting up new institutions, norms, and practices is a creative act that can go in many directions. It
requires reasoning about the future, considering how both technologies and economic or societal
relations will develop. Those setting the stage have considerable framing power, the influence of
which we now turn to consider.

3.3.1. “Talking AI into being.” Scholars of science and technology studies have long been
interested in how texts about the future shape the future. Envisaging governance efforts regarding
future technologies involves creating expectations that in turn empower certain actors or efforts
over others (van Lente & Rip 2012). “Involvement with the making of a governance model can
thereby make both successful scientists and successful policy-makers” (Voß 2014, p. 323). In AI
governance, national strategy documents have been explicitly highlighted as having performative
dimensions—trying to “talk AI into being” (Bareis & Katzenbach 2022). Global governance can
be seen in similar terms, both entrenching certain visions and their accompanying business models
into the policy discussion and drawing further attention to the companies at the core of AI as those
realizing humanity’s technological future.

3.3.2. State-like ambitions. Parallel efforts have been seen in other areas of digital policy.
Efforts to regulate content online, in an environment of higher public salience and regulatory
pressure, are increasingly proactively led by industry and industry-led consortia (Caplan 2023,
Gorwa 2019). One particularly notable example is the Oversight Board, an initiative created
and funded by Meta, which pays a salary to 23 individuals (high-profile academics, civil society
experts, and former politicians) to review a small set of the content-moderation decisions that
the company has made and make policy recommendations (Douek 2019). The initiative has been
polarizing, with some considering it an innovative approach to tricky transnational speech gover-
nance, whereas critics are more inclined to see it as a significantly flawed institution and possibly
even a predominantly public relations–driven exercise (Arun 2022, Klonick 2019, Pallero 2020).
Regardless of its direct impact, the Oversight Board has been part of a broader strategy of legiti-
mation that benefitsMeta/Facebook (Dvoskin 2022): It has allowed the firm to use “constitutional
metaphors” and piggyback on the language of law and state building to further portray themselves
as acceptable, trustworthy rule makers (Cowls et al. 2022). For instance, the project created a
charter that begins with the grand framing of the US Constitution (“We the people. . .”), and early
iterations of the initiative infamously referred to it as the “Facebook Supreme Court”—a framing
that successfully shifted the discourse around the Oversight Board into a register that invited
comparisons between Facebook and the legal systems of democratically founded states (Klonick
2019), rather than to classic forms of industry-led informal regulation and/or lobbying (Gorwa
2019).

In the AI space, efforts like the PAI have some similar characteristics. By creating an ostensibly
multi-stakeholder but in practice largely industry-led and -controlled policy forum (its founding
ten-member board featured seven industry representatives, along with one academic, one funder,
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and one civil society representative),2 powerful platformmultinationals can seek to not only influ-
ence the agenda for AI’s global governance, ensuring that it adheres to their broad interests, but
also portray themselves publicly (and to policymakers) as being actively engaged on the deep ques-
tions of responsible and socially beneficial AI innovation. In doing so, such efforts can frame policy
areas and actors in influential ways, such as in labor, considering speculative automation of jobs
rather than the very real issues facing workers in the global data-labeling and -processing pipeline
(Posada 2022, van Doorn & Badger 2020), or on a generic notion of “AI for Climate” rather than
the growing environmental issues posed by the production, use, and disposal of information and
communications technologies (Belkhir & Elmeligi 2018, Dobbe & Whittaker 2019).

3.3.3. Inappropriate AI-centricity. Seeing governance issues as characteristics of AI systems
is itself a choice, and one that is not always clearly appropriate. Even the classic algorithmic issues
that have occupied the research literature are in many ways not centered on the model at all. In
issues such as transparency, it is not easy to separate the intransparency of an AI system from the
inscrutability of its use, the knowledge and training of its users, the availability of its documen-
tation or code, oversight over its outputs, or simply the human interpretability of its input data
(Kemper & Kolkman 2018, Vaughan & Wallach 2021). Despite the metaphor of the black box,
many of these boxes themselves are deeply mired in shadow, caused, for example, by the opacity
of business models or public sector contractors. Even a white box looks black in darkness. Issues
of discrimination cannot be easily separated from dynamic processes of data collection and re-
training, or the nature of the decisions or measures linked to the AI systems’ outputs (Lum &
Isaac 2016). Issues of failure modes relating to particular tasks cannot be easily separated from the
problem framing of those tasks, some of which may not be amenable to prediction or automation
at all (Birhane 2021, Passi & Barocas 2019). Issues of accountability can be separated from neither
the much longer sociotechnical process (Cobbe et al. 2021) nor the need for an active, critical
audience (Kemper & Kolkman 2018).

More broadly, concerns stemming from the use of power in areas using AI may stem from
technological areas largely disconnected from debates and framing in AI governance. The design
space for recommender systems is heavily entwined with closed,monolithic social media platforms
(Keller 2021). The use of facial recognition is closely tied to the installation and repurposing of
cameras in public spaces. Proposals for machine learning to algorithmically and erratically scan
and flag audiovisual media inside encrypted messaging channels (so-called client side scanning)
are made possible by locked-down end devices with limited avenues for scrutiny or installation of
alternative software (Abelson et al. 2021, Gorwa et al. 2020). This points to the disconnect across
the global governance of technologies. It also highlights the significant risk that the global gov-
ernance of AI is a chosen—and hyped—venue by potential regulatees specifically to keep deeper,
more structural questions out of scope. Framing issues as technological tends to lead to framing
solutions as technological (Green 2019).Technology firms are prime beneficiaries of this outcome.

3.3.4. Not quite global. A crucial question for global governance has always been who has a
seat at the table, and what kind of power they have to govern. If one takes a historical perspective
on global governance as relating to broader patterns of international relations and to the various
interactions between states and other emerging actors seeking to “govern the globe,” the exclusion
of certain groups has always been arguably central to it as a project (Avant et al. 2010). One might
argue that “contemporary global governance started as a set of institutions designed to help secure
the global dominance of white folks by managing some of the conflicts among Europe’s imperial

2The current Partnership on AI team is listed here: http://web.archive.org/web/20181020062639/https://
partnershiponai.org/team/.
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powers” (Murphy 2015, p. 192). For this reason, one must pay close attention to the actors being
involved in the new institutions of AI governance, and the patterns of representation and exclusion
being enacted in them.

Many efforts led by governments, international organizations, and industry to develop policy
initiatives for global “AI for Good” or “responsible AI” nonetheless fall into a “paradox of partici-
pation,” involving the surface-level participation of Global South stakeholders without providing
the accompanying resources and structural reforms to allow them to be involved meaningfully
(Png 2022). The infrastructures, development, and use of AI in Global Majority countries are—
despite the various global ethics guidelines and multi-stakeholder governance efforts ostensibly
being developed to shape them—seemingly characterized by systemic logics of material extrac-
tionism and commercial exploitation (Png 2022, p. 1438).This has led to a current dynamic where,
rather than accepting depoliticized inclusion in friendly processes of allegedly win–win global
governance, political actors in a diverse set of Majority world contexts have been playing an ad-
versarial, “challenging function” to the emerging AI governance regime, actively seeking to resist
and subvert it through a host of creative techniques (Png 2022, p. 1439).

4. CONCLUSION: POWER IN THE GLOBAL GOVERNANCE OF AI

If a sort of global AI governance regime—composed of an interlinked arrangement of overlapping,
transnational sets of private standards and best-practice-setting initiatives, as well as normative
declarations and principles promulgated by international organizations, all underpinned by a com-
bination of new and existing legal frameworks in multiple jurisdictions—is slowly emerging, we
would do well to learn from the more than two decades of debate in global governance scholar-
ship about the origins, impacts, and shortcomings of related regimes in various other industries,
including those not directly connected to digital policy concerns. Because the global AI develop-
ment landscape is characterized by very high levels of industry control and influence, the question
of private power is crucial. How do these firms—and the governance initiatives they create or are
a part of—interact with regulatory efforts? How do their efforts to promulgate forms of infor-
mal transnational governance interact with their broader political strategies of public influence,
lobbying, and interest representation in the global context?

Because the social, economic, and environmental issues AI highlights are not simply results of
the technology but entwined with many broader and very different systems, the matter of framing
is key. What are the consequences of seeing topics in terms of AI? What other potential forms
of governance, both global and otherwise, are being sidelined by global conversations about dis-
crimination, accountability, energy usage, and privacy being seen through the lens of AI, and not
otherwise?

As states, companies, interest groups, and other actors have discussions about emerging tech-
nologies, what kinds of futures are they setting the scene for, and contributing to willing into
being? What implied roles or consequences are there in those futures for those actors, commu-
nities, regions, and interests that are not at the table, either because they are being institutionally
excluded or because they lack resources, capacity, or connections to be there? If they could set the
framing and the tone of the discussion, how different would this conversation look? Bringing it
all together, when considering the impact of AI governance initiatives, we would do well to keep
in mind the key question raised by critical scholars of international political economy like Susan
Strange (Sell 2016, Strange 1998): Cui bono? Who really benefits?
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