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Abstract

Dependency grammar is a descriptive and theoretical tradition in linguis-
tics that can be traced back to antiquity. It has long been influential in the
European linguistics tradition and has more recently become a mainstream
approach to representing syntactic and semantic structure in natural lan-
guage processing. In this review, we introduce the basic theoretical assump-
tions of dependency grammar and review some key aspects in which differ-
ent dependency frameworks agree or disagree. We also discuss advantages
and disadvantages of dependency representations and introduce Universal
Dependencies, a framework for multilingual dependency-based morphosyn-
tactic annotation that has been applied to more than 60 languages.
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1. INTRODUCTION

Dependency grammar is probably best described as a particular perspective on linguistic analysis,
in particular syntactic analysis, rather than as a coherent theoretical framework. This perspective
can be found in many different traditions in the history of linguistics, going back as far as Pā .nini’s
grammar of Sanskrit several centuries before the Common Era (Kruijff 2002), and also reflected
in certain medieval theories of grammar (Covington 1984). During the twentieth century, de-
pendency grammar developed largely as a form of syntactic representation used by traditional
grammarians, especially in Europe, and particularly in classical and Slavic linguistics (Mel’čuk
1988). One of the earliest attempts to build a complete theory of grammar based on dependency is
the seminal book by Tesnière (1959), published posthumously, which also demonstrates the po-
tential of dependency grammar to capture similarities and differences across languages, a theme we
return to below. Tesnière’s research is usually taken as the starting point of the modern theoretical
tradition of dependency grammar.

The common core of all varieties of dependency grammar is the assumption that syntactic
structure consists primarily of binary asymmetrical relations, called dependency relations (or de-
pendencies, for short), that hold between words. This structure can be displayed in a dependency
tree, where nodes represent words and labeled arcs represent different types of dependency rela-
tions (Figure 1).1

A dependency tree representation of syntactic structure emphasizes the functional role of a word
in a sentence. Thus, the noun dogs in Figure 1 fills the subject role of the verb chase, while the
noun cats fills the object role. The adjective small is an attributive modifier of dogs, while the adverb
happily is an adverbial modifier of chase.2 In all cases, however, the relation is asymmetric, with
one word, called the dependent, complementing or modifying the other, called the head.3 Thus,
dependency trees prioritize functional dependency relations over structural constituency relations,
and words over phrases, which distinguishes them from other types of syntactic representations,
in particular phrase-structure or constituency trees (Matthews 1981).

The idea that syntactic structure can be reduced to binary dependency relations is what unites
the dependency grammar tradition. However, over time this idea has been refined in several
different ways as different theoretical frameworks have developed, and today there are a number
of issues on which different theoretical approaches to dependency grammar do not agree. We use
these issues to organize the discussion of different dependency grammar frameworks in Section 2.
This allows us to cover some of the most central issues in dependency grammar and to present
examples of the most influential frameworks, but without providing a comprehensive survey of all
frameworks, which is outside the scope of this review.

small dogs chase cats happily

attr subj obj

adv

Figure 1
A dependency tree for the sentence small dogs chase cats happily.

1There are several different conventions for drawing dependency trees. We adopt the one that is most popular in computational
linguistics, with dependency arcs drawn in the half-plane above the sequence of words and arcs pointing away from the root.
2The labels used in examples, unless stated otherwise, refer to traditional grammatical functions and are not taken from any
specific dependency grammar framework.
3Other terms currently in use are governor (instead of head) and modifier (instead of dependent).
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After comparing different dependency grammar frameworks in Section 2, in Section 3 we
turn to the advantages offered by the dependency grammar perspective for linguistic analysis and
natural language processing (NLP). We analyze the reasons for the steadily increasing interest in
dependency grammar during the last few decades, especially in the NLP community, and discuss
some of the limitations of the approach.

Finally, we devote Section 4 to Universal Dependencies (UD), a recent initiative to create
crosslinguistically consistent morphosyntactic annotation for many languages, based largely on
the dependency grammar perspective. Although UD began as an initiative in the NLP community,
it has gradually attracted more and more interest from linguistic researchers, especially those in
linguistic typology.

2. THEORETICAL ISSUES AND FRAMEWORKS
IN DEPENDENCY GRAMMAR

Before we begin our discussion of theoretical issues and frameworks, a clarification about the term
grammar seems in order. In formal and generative linguistics, this term is often understood in
the sense of a formal declarative system capable of generating languages and making predictions
about grammaticality. Most frameworks in the dependency grammar tradition do not make use
of grammars in this sense but are better described as syntactic analysis schemes that may be more
or less formalized. These characteristics carry over to most computational models for dependency
parsing, which rely on machine learning techniques to learn statistical regularities from annotated
corpora without inducing a formal grammar (Kübler et al. 2009).4

Keeping in mind that dependency grammar theories are not always fully formalized, we now
consider some of the issues that separate different dependency grammar frameworks:

� Is the notion of dependency sufficient as well as necessary for syntactic analysis?
� How many levels of dependency structure do we need to distinguish?
� What is the nature of lexical elements and dependency relations?
� What are the formal properties of dependency representations?
� What are the criteria for determining dependency relations?

2.1. Sufficiency of Dependency

The first and perhaps most fundamental question is whether all of syntactic structure can be
reduced to dependency relations. According to Tesnière (1959, 2015), the answer is clearly no.
Tesnière distinguishes two relations, aside from dependency, that can hold between words in a
sentence: junction (French jonction) and transfer (translation). Junction is the relation that holds
between coordinated items that are dependents of the same head or heads of the same dependent,
and transfer is the relation that holds between a lexical element and a function word or other
element that changes the syntactic category of the lexical element so that it can enter into different
dependency relations. An example of the latter is the relation that holds between the preposition
de and Pierre in the construction le livre de Pierre (‘Pierre’s book,’ literally ‘the book of Pierre’),
where the preposition de allows the proper name Pierre to modify a noun—a dependency relation
otherwise reserved for adjectives.

Another way in which theories may depart from a pure dependency analysis is in allowing a
restricted form of constituency analysis, so that dependencies can hold between strings of words

4This is different from the constituency parsing tradition, where even data-driven approaches normally induce a formal
grammar such as a probabilistic context-free grammar from an annotated corpus.
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WG dogs chase [cats [and cars]]

subj obj

obj

Bubble dogs chase cats and cars

subj obj

FGD dogs chase cats and cars

subj

coord

obj obj

MTT dogs chase cats and cars

subj obj coord conj

Figure 2
Treatment of coordination in four dependency frameworks: Word Grammar (WG), bubble tree (Bubble),
Functional Generative Description (FGD), and Meaning–Text Theory (MTT).

rather than single words. This possibility is exploited, to different degrees, in Meaning–Text
Theory (MTT) (Mel’čuk 1988, Milicevic 2006) and Word Grammar (WG) (Hudson 1984, 1990,
2007), notably in connection with coordination, as illustrated with a WG analysis in Figure 2,
where the phrase cats and cars is bracketed into a “word string” that licenses the double-object
dependency. An alternative way to avoid reducing coordination to dependency relations involves
the use of a bubble tree, proposed by Kahane (1997), in which dependency relations may hold
between sets of nodes (called bubbles), also shown in Figure 2.

Other frameworks, such as Functional Generative Description (FGD) (Sgall et al. 1986), instead
assume that all constructions can be analyzed in terms of dependencies and introduce a special
dependency relation, coord, that allows the coordinating conjunction to act as the syntactic head of
the coordinate structure, as shown in Figure 2. MTT also assumes a dependency-based analysis
of coordination, but treats the first conjunct as the head (see Figure 2), and admits bracketing
when needed to disambiguate the scope of modifiers, as in phrases like young men and women,
where the attribute young may modify either the first conjunct (men) or the whole coordination
(men and women).

Computational models for dependency parsing are typically restricted to plain dependency
trees without additional relation types or phrases (Kübler et al. 2009). In this case, however, the
motivation comes more from a desire to simplify computational processing than from theoretical
considerations, as discussed in Sections 3 and 4, below.

2.2. Levels of Representation

Another dividing line in dependency grammar is that between monostratal and multistratal the-
ories, that is, between theories that posit a single level of representation and those that assume
multiple levels, or strata. MTT and FGD are typical multistratal theories, the former positing
at least five levels of representation, namely semantics (SemR), deep syntax (DSyntR), surface
syntax (SSyntR), deep morphology (DMorphR), and surface morphology (SMorphR), and the
latter at least three, specifically morphological, analytical (surface syntax), and tectogrammatical
(deep syntax). Dependency structure is recognized at several levels, and the levels are related to
one another by rules.
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This is in contrast to WG, for example, which is a monostratal theory, and to computational
parsing models, which can typically handle only a single dependency tree. For simplicity, we limit
the discussion throughout this review to syntactic dependency representations, which we assume
either are monostratal or make a binary distinction between surface and deep syntax. This means
that we ignore both morphological and semantic dependency representations.

2.3. Lexical Elements and Relations

Another set of issues concerns the nature of the lexical elements and relations that combine into
(syntactic) dependency structures. Or, more concretely, what exactly can be represented by a
node and a labeled arc in a dependency tree, respectively? So far, we have made the simplifying
assumption that nodes represent words and arcs represent traditional grammatical functions like
subject and object, but this is only one of many possibilities.

To a certain extent, the choices here are dependent on other theoretical choices. For example,
whereas theories that reduce all syntactic structures to dependencies tend to assume that a node
corresponds to a single word, Tesnière (1959) assumes a more abstract notion of nucleus, defined
as a set of words that together form a syntactic and semantic unit. A nucleus always contains
a content word, which is the semantic core, and may also contain one or more function words
that serve as transfer elements, in which case the nucleus is said to be dissociated. In addition,
multistratal theories often posit more abstract elements like lexemes in deep syntax and concrete
word forms in surface syntax.

A similar variation is found for dependency relations, where surface syntactic representations
tend to use traditional grammatical functions (e.g., subject, object, adverbial), while deeper levels
employ more semantically oriented role types (e.g., agent, patient, goal) belonging to the tradition
of case roles or thematic roles (Fillmore 1968, Jackendoff 1972, Dowty 1989). An alternative
scheme of representation, found in MTT but also in Tesnière’s research, involves the use of
numerical indices for valency-bound dependents to reflect a canonical ordering of arguments
(argument 1, 2, 3, etc.) and the use of descriptive labels only for valency-free dependents.

Label sets differ greatly in their granularity. For instance, in the Prague Dependency Treebank
scheme, which is based on FGD, the surface syntactic (analytical) layer uses only 17 distinct labels,
while the deep syntactic (tectogrammatical) layer has more than 50 different labels to capture deep
syntactic and semantic relations. UD (Nivre et al. 2016), a framework specifically designed for
multilingual annotation, uses 37 relation labels but allows subtypes to capture more fine-grained
language-specific constructions.

Finally, it is possible to have unlabeled dependency trees, that is, dependency trees without any
labels at all. Unlabeled trees are sometimes used as intermediary or underspecified representations,
especially in NLP, but they are not very informative from a linguistic point of view since they lack
information about the precise functional relations between heads and dependents. Nevertheless,
when evaluating dependency parsers, it is customary to report both labeled and unlabeled accuracy
(Nivre et al. 2007).

2.4. Formal Properties of Dependency Representations

So far, we have assumed that a (syntactic) dependency representation is a tree, but this is by
no means always assumed. For example, WG assumes a more general graph structure, where
a node may have multiple incoming arcs and where the graph may even be cyclic. In MTT
and FGD, both deep and surface syntactic representations are trees, but only the latter has a
one-to-one correspondence between nodes and words. In the NLP community, most research
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on dependency parsing has assumed that the output should be a tree spanning all the words of
the sentence (Yamada & Matsumoto 2003, Nivre 2003, McDonald et al. 2005b). The notion of
spanning tree implies that every word is included as a node in the tree (the spanning condition)
and that every node except the root has exactly one incoming arc (the tree condition). However,
there seems to be increasing interest in parsing to more complex graph structures, especially to
obtain general-purpose semantic representations in the shape of dependency graphs (Oepen et al.
2014, 2015).

Even if we limit our attention to dependency trees, a number of open issues remain, in particular
concerning the relation between dependency structure and word order. According to Tesnière
(1959), dependency relations belong to the structural order, which differs from the linear order
of a spoken or written string of words. Most versions of dependency grammar follow Tesnière
in assuming that the nodes of a dependency structure are not linearly ordered in themselves
but only in relation to a particular surface realization of this structure. A notable exception to
this generalization is FGD, in which the representations of both the analytical layer and the
tectogrammatical layer are linearly ordered to capture aspects of information structure (Sgall
et al. 1986).

However, whether or not dependency relations introduce a linear ordering, there may be
constraints relating dependency structures to linear realizations. The best-known example is the
constraint of projectivity, discussed early on by Lecerf (1960), Hays (1964), Gaifman (1965), and
Marcus (1965). A dependency tree is projective with respect to a particular linear order of the
nodes if, for every arc h → d and node w, w occurs between h and d in the linear order only if
w is dominated by h (where dominates is the reflexive and transitive closure of the arc relation).
Alternatively, we can say that a dependency tree is projective if the yield of every subtree forms
a contiguous substring of the linear order (where the yield is, again, the reflexive and transitive
closure of the arc relation). The tree in Figure 3 is nonprojective because the word dogs appears
between the head bigger and the dependent mine but is not dominated by bigger. Equivalently, the
yield of the subtree rooted at bigger is bigger than mine, which is not a contiguous substring.

Broadly speaking, most dependency grammar theories regard projectivity as the norm but also
recognize the need for nonprojective trees in order to capture certain phenomena, for example,
long-distance dependencies (Mel’čuk 1988, Hudson 1990). Some multistratal theories allow non-
projective trees in some layers but not in others. For instance, FGD assumes that tectogrammatical
representations are projective while analytical representations need not be (Sgall et al. 1986).

When it comes to computational parsing models, assuming projectivity is advantageous from
the point of view of runtime complexity. With this constraint, standard dynamic programming
algorithms for bottom-up parsing run in polynomial time (Eisner 1996, McDonald et al. 2005a,
Koo & Collins 2010), and greedy shift–reduce algorithms in linear time (Nivre 2003). With-
out this constraint, there are no polynomial-time dynamic programming algorithms, and even
greedy parsers have quadratic complexity in the worst case. Nevertheless, several models have
been proposed to handle nonprojective trees efficiently using various approximation techniques
(McDonald et al. 2005b, Nivre & Nilsson 2005, Attardi 2006, Martins et al. 2009, Nivre 2009,
Koo et al. 2010).

bigger dogs than mine

attr

adv

mark

Figure 3
Nonprojective dependency tree for the phrase bigger dogs than mine.
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Recent research in computational linguistics has also been concerned with finding subclasses
of nonprojective trees that strike a good balance between computational complexity and linguistic
coverage, such as well-nested trees with bounded block degree (Kuhlmann & Möhl 2007), 2-planar
trees (Gómez-Rodrı́guez & Nivre 2010), gap minding trees (Pitler 2012) and 1-endpoint-crossing
trees (Pitler et al. 2013). Some of these classes have clear linguistic motivation. For example,
well-nested trees with bounded block degree correspond to mildly context-sensitive grammar
formalisms like Tree-Adjoining Grammar ( Joshi 1985), and Pitler et al. (2013) conjecture that the
1-endpoint-crossing property is implied by the phrase-impenetrability condition (Chomsky 1998).

2.5. Criteria for Dependency Relations

The final issue we consider concerns two central questions: What are the criteria for establish-
ing that a dependency relation exists between two words or other lexical elements? And how do
we determine which word is the head and which is the dependent? Let us begin by noting that
these questions are relevant not only for dependency grammar but for any approach to syntax that
recognizes a notion of syntactic head, including all constituency-based frameworks that subscribe
to some version of X theory (Chomsky 1970, Jackendoff 1977), such as Head-Driven Phrase-
Structure Grammar (Pollard & Sag 1987, 1994). Here are some of the criteria that have been pro-
posed for identifying a syntactic relation between a head H and a dependent D in a construction C
(Zwicky 1985, Hudson 1990):

� H determines the syntactic category of C and can often replace C.
� H determines the semantic category of C; D provides semantic specification.
� H is obligatory; D may be optional.
� H selects D and determines whether D is obligatory or optional.
� The form of D depends on H (agreement or government).
� The linear position of D is specified with reference to H.

It is clear that this list contains a mix of different criteria, some syntactic and some semantic,
and one may ask whether there is a single coherent notion of dependency corresponding to all
the different criteria. This has led some theorists, such as Hudson (1990), to suggest that the
concept of head has a prototype structure, where typical instances satisfy all or most of the criteria
while more peripheral instances satisfy fewer. Other authors have instead emphasized the need to
distinguish different kinds of dependency relations. According to Mel’čuk (1988), for example, the
words of a sentence can be linked by three types of dependencies—morphological, syntactic, and
semantic—which also motivates the need for multiple levels of representation. Even if we limit
our attention to syntactic dependencies, there may be different criteria for deep syntax, which is
often assumed to be universal, and surface syntax, which varies across languages.

Without going into a detailed discussion of criteria for dependency relations, we can conclude
that there is a core of syntactic constructions on which all dependency grammar theories agree. On
the one hand, this core includes exocentric constructions involving a predicate, in particular a verb,
and its arguments. These constructions are exocentric in the sense that none of the constituents
can replace the whole, but all dependency grammars assume that the predicate is a head that
licenses its arguments through the notion of valency. Thus, in Figure 1, the subject dogs and the
object cats are uncontroversially dependents of the verb chase. On the other hand, this core also
includes endocentric constructions, where one element is syntactically equivalent to the whole
(and can replace the whole without loss of grammaticality). Thus, the adjectival modifier small and
the adverbial modifier happily are universally assumed to be dependents of the noun dogs and the
verb chase, respectively.
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When we move outside the core of uncontroversial constructions, the different positions
adopted by different frameworks are often related to issues that are discussed above. For ex-
ample, while a multistratal theory can posit different dependency structures at different levels,
a monostratal theory has to prioritize some criteria over others. It is also striking that some of
the most intense discussions concern phenomena where there is not even universal agreement
that they can be analyzed in terms of dependencies at all. Let us conclude this section by briefly
discussing two such phenomena: coordination and function words.

All natural languages appear to have a way of forming phrases by coordinating two similar
phrases, with or without an overt coordinator, but the analysis of such phrases remains contro-
versial in dependency grammar. For Tesnière (1959) and Hudson (1990), coordination simply
falls outside the notion of dependency. By contrast, both FGD and MTT treat coordination as a
dependency structure but disagree about which element is the head. In FGD, it is the coordinator;
in MTT, it is the first conjunct. In addition, MTT allows bracketing of coordinate structure to
distinguish different scoping for modifiers. The analyses of WG, FGD, and MTT are all illus-
trated in Figure 2, above, along with the bubble-tree representation proposed by Kahane (1997).
More recently, Gerdes & Kahane (2015) have argued that we need to go beyond trees to ob-
tain an adequate analysis of coordination, especially nonconstituent coordination. Their proposal
combines symmetrical and asymmetrical analyses into a directed acyclic graph.

Many languages also possess grammaticalized function words like auxiliaries and case markers,
which often correspond to morphological inflection (or nothing at all) in other languages. Again,
Tesnière (1959) does not assume that such words enter into dependency relations but instead
analyzes them using the notions of transfer and dissociated nuclei. Most other dependency gram-
mar theories apply the notion of dependency to function words as well, but there is no universal
agreement about the direction of the dependencies, and multistratal theories often treat function
words differently in surface syntax and deep syntax. What is characteristic of these structures is
that the properties typically associated with syntactic heads are distributed over more than one
word. For example, in the case of verb groups, subject–verb agreement is typically marked on the
auxiliary (if at all), while valency is determined by the main verb. The status of function words in
dependency grammar is discussed by Groß & Osborne (2015), Kahane & Mazziotta (2015), and
Osborne (2015), among others. For a historical overview of the treatment of function words in
different dependency grammar frameworks, see Osborne & Maxwell (2015).

In dependency parsing, the choice of head can also be influenced by considerations of learn-
ability and parsability, and it has been claimed that parsing is facilitated by treating function words
as heads. This appears to be an oversimplification, and recent studies suggest that there is a more
complex interaction between representational choices and parsing performance (Schwartz et al.
2012, Rosa 2015, Silveira & Manning 2015, de Lhoneux & Nivre 2016, Rehbein et al. 2017,
Wisniewski & Lacroix 2017).

Figure 4a, b, and c illustrates the difference between consistently treating function words as
heads, consistently treating content words as heads, and using a Tesnière-style analysis where
dependency relations hold between (possibly dissociated) nuclei, respectively. A possible formal-
ization of the third analysis is to use Kahane’s (1997) bubble trees, originally proposed for the
analysis of coordination.

3. THE IMPACT OF DEPENDENCY GRAMMAR IN LINGUISTICS
AND NATURAL LANGUAGE PROCESSING

The European syntactic tradition has always been more or less influenced by dependency gram-
mar, and the same is true in other parts of the world, such as India (Bharati & Sangal 1993)
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a Sue believes that Kim will rely on her

subj comp subj

subord

inf obl prep

b Sue believes that Kim will rely on her

subj

comp

subj

mark

aux

obl

prep

c Sue believes that Kim will rely on her

subj

comp

subj obl

Figure 4
Dependency trees with different heads. (a) Function words. (b) Content words. (c) Nuclei à la Tesnière.

and Japan (Uchimoto et al. 1999). While the American syntactic tradition was first rooted in
constituency-based frameworks and phrase-structure trees, in both structuralist and generative
linguistics, dependency representations have been more widely adopted in recent years, especially
in NLP. We highlight here some of the primary reasons for the gain in popularity of dependency
representations. These reasons can be viewed as falling under three main advantages that depen-
dency representations offer: generalization across languages, a convenient operationalization of
human sentence processing facts, and the transparency and simplicity of the representation.

3.1. Generalization Across Languages

Dependency trees are not sensitive to the order of the words in a sentence, in contrast to phrase-
structure trees. For instance, both sentences in examples 1a and 1b, which differ only in the place
of the adverbial subordinate clause, at the beginning of the sentence in example 1a and at the end
of the sentence in example 1b, have identical dependency representations, but the phrase-structure
trees for these sentences are rather different:

(1a) While it was snowing, I went for a run.

(1b) I went for a run, while it was snowing.

Dependency trees can thus capture generalizations better in languages with free or flexible word
order than phrase-structure trees (and keeping track of the surface realization is not particularly
difficult, since the word order can be kept by indexing the words following the surface realization).
Dependency representations have therefore been favored in annotation efforts for many languages.
Some early examples are dependency treebanks for Dutch (Bouma et al. 2000), Czech (Hajič et al.
2001), Danish (Kromann 2003), and Turkish (Oflazer et al. 2003).

Dependency representations are also appealing from the point of view of linguistic typology.
There is a long tradition in typology that uses grammatical functions as comparative concepts for
crosslinguistic comparison (Greenberg 1963, Keenan & Comrie 1977, Stassen 1985, Croft 2002).
Croft et al. (2017) have recently shown how dependency representations are well suited to capture
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English the houses are new

Swedish husen är nya

the-houses are new

Waskia kawam mu ititi

houses the new

Russian Дома новые

houses new

Figure 5
Strategies for expressing nonverbal predication (and definiteness).

differences in morphosyntactic realization of universal constructions across languages. We use the
example of nonverbal predication to illustrate the different strategies that languages can use to
express the same construction. Figure 5 shows sentences in four languages where the property
of being new is predicated of a set of houses, and where all four languages use slightly different
morphosyntactic realization strategies. Some languages (e.g., English and Swedish) use a copula
strategy (represented as a single nucleus in Figure 5), whereas other languages (e.g., Waskia, a
language of Papua New Guinea, and Russian) employ a zero strategy in which only the argument
and the predicate are overtly expressed. Furthermore, languages differ in how a property like
definiteness is conveyed: English and Waskia use a function word to express it (again represented
as a nucleus together with the noun in Figure 5), while definiteness is morphologically marked
in Swedish, and Russian does not mark definiteness at all. Thus, the four languages in Figure 5
display strategies that vary along two axes, copula versus zero strategy; definiteness is marked with
a determiner, marked with morphological inflection, or not marked at all. Figure 5 displays the
four possible combinations, and the dependency representation with bubbles (two bubbles versus
one or zero bubbles) makes the differences salient. These differences in strategy, as well as the
similarity in constructions, are thus clearly demonstrated by a dependency representation, but
would be harder to see in a phrase-structure representation.

Similarly, the notion of head and dependent, which is central to dependency grammar, has
been used to categorize languages from a typological perspective. For instance, Nichols (1986)
investigated morphological marking and cataloged languages with respect to where the marking
appears. Syntactic relations can be morphologically marked either on the head or on the dependent,
or on both or neither. This simple descriptive fact, which has implications for typology, historical
linguistics, and grammatical theory, emerges clearly when a dependency representation is used.
Other studies that make use of dependencies and head-dependent patterns to classify languages
include those by Liu (2010), Futrell et al. (2015b), and Chen & Gerdes (2017).

3.2. Operationalization of Human Sentence Processing Facts

Another domain where dependency representations have proven very useful is the field of psy-
cholinguistics. For sentence production, dependency representations have been used to study
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factors that govern the ordering of phrases in a sentence. For sentence comprehension, they have
been used to explain why certain structures are more difficult to process.

It has long been suggested (as early as Behaghel 1932) that languages tend to place related
words close together. Given a dependency representation, this idea can be formalized as languages
exhibiting a preference for shorter dependencies (Temperley 2007). For instance, why do people
prefer example 2a to 2b but exhibit no strong preference for example 3a over 3b?

(2a) She threw out the bin with old trash.

(2b) She threw the bin with old trash out.

(3a) She threw out the bin.

(3b) She threw the bin out.

The preference for example 2a over 2b can be explained in terms of dependency length (the
number of words between a dependent and its head). Both out and bin are dependents of threw;
in example 2a, they are both relatively close to their head, but in example 2b, there is a much
longer dependency between threw and out because of the length of the noun phrase headed by
bin. (In examples 3a and 3b, there is no such difference because the noun phrase is shorter.) This
language preference is referred to as dependency length minimization (see Temperley & Gildea
2018 and references therein). Studies in this vein include those by Liu (2008), Futrell et al. (2015a),
Gulordava et al. (2015), and Kahane et al. (2017).

Dependencies, and the idea of dependency length minimization, have also been used to explain
processing difficulties. For instance, Gibson (1998, 2000) uses the notion of dependency to explain
why object relative clauses, as in example 4a (Gibson 1998, p. 2), are more difficult to process than
subject relative clauses, as in example 4b. In example 4a, who, a dependent of the verb attacked, is
further away from its head than in example 4b:

(4a) The reporter who the senator attacked admitted the error.

(4b) The reporter who attacked the senator admitted the error.

Dependencies have thus been a useful representation to operationalize measures that can be
linked to language ordering preferences and to syntactic configurations that pose processing
difficulties.

3.3. Transparency and Simplicity of the Representation

Dependency trees provide a transparent encoding of predicate–argument structure, which in turn
easily supports semantic interpretation. They are therefore popular for downstream applications
in NLP that focus on predicate–argument relations, such as relation extraction and question
answering. Any subtree of a dependency tree is easily interpretable. For instance, from Figure 1
one can easily extract the information that the subject of chase is dogs and that happily modifies the
predicate chase. Furthermore, dependency representations are more robust than phrase-structure
trees: Even if a parser fails to provide a complete parse for a given sentence, fragments of the
dependency tree are still interpretable thanks to the functional labels on dependency arcs.

As pointed out by Covington (2001), the constrained nature of dependency trees makes the
parsing task simpler. Constrained representations make it conceptually easier to implement effi-
cient parsers. The input sentence fixes the number of nodes that the tree needs to contain (given
that dependency trees contain one node per word), and only these nodes need to be connected to
one another. Thus, in dependency parsing, the job of the parser is to link existing nodes together,
and not to postulate new ones; by contrast, in constituency parsing, phrase-level nodes need to be
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inferred. The constrained nature of the dependency parsing task sometimes also permits the use
of efficient algorithms that are not applicable to other representations. A prime example is the use
of spanning tree algorithms from graph theory, pioneered by McDonald et al. (2005b), to enable
nonprojective dependency parsing in quadratic time; the corresponding parsing problem for con-
stituency representations with discontinuities is not even computable in polynomial time. Parsing
with dependency grammars was explored as early as the 1960s by Hays (1964), Gaifman (1965),
and Robinson (1970), among others, but only for restricted classes of context-free grammars.

Finally, the core structure of dependency trees, that is, binary relations between lexical elements
forming a tree, is a conceptually simple representation, and the idea of grammatical relations hold-
ing between words is a notion that many people not especially versed in linguistics are nonetheless
familiar with. Starosta (1990, p. 86) wrote the following about the appeal of case grammar:

At the entry level at least anybody can do it [ = case grammar], in the privacy of their own home, with
no linguistic training required! [. . .] The reason that anyone can do this kind of case grammar is that
football fans for example are very knowledgeable about Goals, aficionados of “General Hospital” or
“St. Elsewhere” know all about Patients, and anyone who has watched a James Bond movie can identify
an Agent.

Such an explanation can easily be extended to dependency representations using grammatical
relations. Anyone can grasp the notion of subject and object and understand that some words can
be modified by others. Dependency grammar thus offers a representation that is usable by anyone
who wants to build or use systems for text understanding, not only (computational) linguists but
also computer scientists more generally, and by information professionals including biologists,
medical researchers, political scientists, business and market analysts, and legal professionals.

3.4. Limitations of Dependency Representations

While constrained representations have advantages, as described above, they also come with limi-
tations. By necessity, more constrained representations are less expressive, and dependency repre-
sentations are therefore often underspecified in comparison with more expressive representations.
In particular, it is not possible to mark the distinction between an element modifying the head of
the phrase and the same element modifying the whole phrase. In Figure 1, we cannot distinguish
between the adverb modifying only the predicate chase and that modifying the predicate and its
object chase cats. This limitation is especially problematic for dependency frameworks that analyze
coordination by treating one of the conjuncts as the syntactic head, such as the MTT analysis in
Figure 2. It is therefore impossible to structurally distinguish different scopes of modifiers such
as young in young men and women, which is why MTT resorts to the use of bracketing in such cases.
Another problematic case, discussed by Mel’čuk (2003), is layered modification, such as expensive
Japanese cars (in contrast to Japanese expensive cars), where the outermost adjective expensive appears
to modify the phrase Japanese cars rather than just the head noun cars. In a plain dependency tree,
however, both adjectives have to be attached as direct dependents of the noun.

Even if we try to introduce a distinction between words and phrases in dependency trees (for
example, by using distinct labels for word and phrase modification), the resulting notion of phrase
is very limited since it is reduced to complete subtrees dominated by a word, making it impossible
to distinguish different projection levels, as is possible in a phrase-structure tree. For this reason,
linguists have explored alternative substructures in dependency trees, which can be used to capture
generalizations that cannot be stated (only) in terms of words and subtrees. In particular, the notion
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of catena, or chain, which is a connected substructure of the dependency tree, has been employed
for the analysis of gapping and idioms, among other things (Osborne 2005, Osborne et al. 2012).

Having trees where the nodes are fixed by the input itself also means that empty nodes are not
favored. Some linguistic phenomena, such as ellipsis in example 5, are therefore more difficult to
analyze adequately, without adding complexity to the representation (for an overview of approaches
to ellipsis in dependency grammar, see Hajičová et al. 2015):

(5) Peter is her older brother, Oliver her youngest.

Overall, however, the increasing popularity of dependency representations suggests that they
strike a good balance in the trade-off between the expressivity and complexity of linguistic
representations.

4. UNIVERSAL DEPENDENCIES: A FRAMEWORK
FOR MORPHOSYNTACTIC ANNOTATION

The increasing use of dependency representations in linguistics and NLP is clearly visible in
corpus annotation. The last decade has seen the emergence of dependency corpora for many
languages, potentially enabling crosslinguistic empirical research and computational applications.
A major problem, however, is that annotation schemes vary enormously across languages. This
variation is illustrated in Figure 6, which shows three parallel sentences in Swedish, Danish,
and English, annotated according to the guidelines of the Swedish Treebank (Nivre & Megyesi
2007), the Danish Dependency Treebank (Kromann 2003), and Stanford Typed Dependencies
(de Marneffe et al. 2006), respectively. While the syntactic structures are identical in the three
languages, the percentage of shared dependency relations across pairs of languages is at most 40%
(and 0% across all three languages), making it very hard to compare the dependency trees in a
meaningful way.

UD (see http://universaldependencies.org/) is a recent initiative that tries to deal with this
problem by developing a framework for crosslinguistically consistent morphosyntactic annotation
(Nivre et al. 2016). The UD framework, which so far has been applied to more than 60 languages,
aims to capture similarities and idiosyncrasies among typologically different languages, for exam-
ple, morphologically rich languages, prodrop languages, and languages featuring clitic doubling.
The goal is to support multilingual research in NLP and linguistics by enabling sound comparative

Swedish en katt jagar råttor och möss
a cat chases rats and mice

DT SS CJ

OO

CJ

Danish en kat jager rotter og mus
a cat chases rats and mice

subj

nobj dobj coord conj

English a cat chases rats and mice

det nsubj dobj cc

conj

Figure 6
Dependency trees for parallel sentences in Swedish, Danish, and English.
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the dog will chase the cat out of the room
DET NOUN AUX VERB DET NOUN ADP ADP DET NOUN

Case = Nom Case = Acc Case = Ela
NOUN VERB NOUN NOUN
koira jahtaa kissan huoneesta

det

nsubj

nsubj

det

obj

obj

fixed det

case

obl

obl

aux

Figure 7
Simplified Universal Dependencies annotation for equivalent sentences from English (top) and Finnish
(bottom). Solid black arcs represent dependency relations between content words; dashed blue arcs represent
relations between content and function words.

evaluation across languages, crosslinguistic learning to support low-resource languages, develop-
ment of multilingual natural language understanding systems, and comparative linguistic studies.
The UD annotation scheme includes both morphology and syntax, but we focus here on syntactic
annotation.

Figure 7 shows the UD analysis for a sentence in English and its equivalent in Finnish, two
languages that are rather different typologically. Both sentences have the same syntactic structure
(a predicate with a subject, an object, and a locative modifier) but differ in their morphosyntactic
realizations. While English uses function words (determiners, auxiliaries, and prepositions) and
word order to encode grammatical relations and categories, Finnish uses case markers (and does
not explicitly encode definiteness or future tense). The core dependency structure, however, is
parallel between the two sentences. This parallelism is captured in UD by giving priority to
dependency relations between content words, while function words are attached to the content
word with which they form a nucleus in Tesnière’s sense (Figure 7).

UD builds on existing de facto standards in the NLP community and therefore constitutes an
eclectic framework. The dependency annotation derives from the (universal) Stanford Dependen-
cies (de Marneffe & Manning 2008, de Marneffe et al. 2014), and the morphological annotation
combines a revised version of the Google universal part-of-speech tags (Petrov & McDonald
2012) with a set of morphological features from the Interset interlingua for morphosyntactic
tag sets (Zeman 2008). UD has also been influenced by several attempts to achieve consistent
annotation across languages: HamleDT (Zeman et al. 2012, 2014; Rosa et al. 2014), the Uni-
versal Dependency Treebank Project (McDonald et al. 2013), and the unified morphosyntactic
Stanford scheme proposed by Tsarfaty (2013). In the following subsections, we characterize the
UD framework in relation to the five issues introduced in Section 2.

4.1. Sufficiency of Dependency

The question of whether UD assumes dependency to be sufficient as well as necessary for a
complete syntactic analysis can be answered in two different ways. Formally speaking, UD does
reduce syntactic structure to directed binary relations between lexical elements, relations that
form a spanning tree over the words of the sentence, and does not allow notions of constituency
or bracketing in the trees. So, in this sense, UD uses “pure” dependency representations.
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Mr. Smith did n’t come to day .

flat

nsubj

advmod

aux

goeswithadvmod

punct

Figure 8
Universal Dependencies dependency tree displaying nonsyntactic relations flat and goeswith.

However, UD does not assume that all binary relations in the tree represent relations between
a syntactic head and a dependent. Thus, whereas argument and modifier relations like nsubj, obj,
and obl in Figure 7 are regarded as syntactic dependency relations, functional relations like det,
aux, and case are considered to be relations holding between a lexical head and its grammatical
markers. In this sense, UD is closer to the older tradition of Tesnière (1959) in assuming that
some lexical elements form a nucleus with no clear syntactic head, and therefore does not reduce
everything to dependency in the narrow theoretical sense.

In addition, UD trees contain relations that are not syntactic relations at all, such as flat for
exocentric constructions like title–name combinations (e.g., Mr. Smith in Figure 8) and goeswith
for accidentally split words in nonedited text (as to day for today in Figure 8). Clearly, not all arcs
from a lexical element x to a lexical element y in a UD tree can be interpreted as meaning that y
is a syntactic dependent of x.

4.2. Levels of Representation

In the case of UD, the question about levels of representation does not have a definitive answer.
To date, most research has been concerned with a single layer of representation known as “basic”
dependencies, where the dependency structure is a spanning tree over the words of the sentence
that encodes surface syntactic relations. This is the only representation that is available in the
majority of UD treebanks, which are therefore best described as monostratal.

However, the UD guidelines also define a second layer of representation, known as “enhanced”
dependencies, which encodes deeper relations that are potentially useful for natural language un-
derstanding systems, such as implicit subjects in raising and control constructions, as well as some
coreference relations, in particular in relative clauses. Although many dependency relations are
common to the basic and enhanced representations, they are in principle independent structures,
which in some sense makes UD a multistratal framework.

Both representations are illustrated in Figure 9, with the basic representation above the sen-
tence and the enhanced one below it. For the relative clause, the enhanced dependencies add a
coreference link (ref ) from the antecedent students to the relative pronoun who and a deep subject
relation (nsubj) from forgot to students. The subject in the control construction is indicated by the
relation nsubj from the verb come to students. Finally, the adjectival modifier relation in the coordi-
nation oral and written is propagated. Both adjectives in the coordination modify the noun exam,
which is indicated by the additional amod relation from exam to written.

4.3. Lexical Elements and Relations

UD adopts a lexicalist view of syntax and takes syntactic words as the basic units of annotation (and
not phonological or orthographic words). Thus, clitics are separated and contractions are undone.
For instance, dámelo ‘give-me-it’ in Spanish is treated as three words: da me lo. Morphological
features, by contrast, are encoded as properties of words and there is no attempt at segmenting
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Students who forgot to come failed the oral and written exam.

obj

nsubj

acl:relcl

nsubj

xcomp

case

det

amod

conj

cc

objnsubj

acl:relcl

nsubj

ref

xcomp

nsubj

case

det

amod

conj

cc amod

Figure 9
Universal Dependencies basic dependency tree (top) and enhanced dependency graph (bottom). Solid black
arcs are shared across both representations. Dotted pink arcs appear only in the basic representation,
whereas dashed blue arcs appear only in the enhanced representation.

words into morphemes (as shown in Figure 7, where the case markers in Finnish are not split). In
the basic dependency representation, syntactic words have a one-to-one correspondence to nodes
of the dependency tree. In the enhanced representation, there can also be empty nodes that do
not correspond to actual words. So far, empty nodes are used only for elided predicates in gapping
constructions.

Regarding relations, UD uses a taxonomy of 37 universal relations, which may be further
specified by subtype. The core of the taxonomy is based on traditional grammatical functions
like subject and object and is organized by two main principles. The first is a division into three
main types of linguistic structures: clauses, nominals, and modifier words. This division is re-
flected in a systematic distinction between nominal and clausal subjects (nsubj versus csubj), nom-
inal and clausal objects (obj versus xcomp or ccomp), phrasal and clausal adverbials (advmod versus
advcl ), and so on. It is also reflected in the use of different relations for nominal modifiers at
the level of clauses (obl ) and the level of nominals (nmod ). The second principle is a distinc-
tion between core arguments, essentially subjects and objects, and oblique modifiers at the clause
level.

In addition to basic grammatical functions, the UD taxonomy includes special relations for
function word relations (e.g., case and aux, discussed above) and for phenomena such as coordina-
tion, list structures, ellipsis, disfluencies, and restricted classes of multiword expressions. As noted
above, some of these relations are not really dependency relations in the narrow sense, but rather
are devices for encoding special phenomena in the shape of a tree. A typical example is the fixed
relation, which is used to connect the subcomponents of a fixed expression like as well as without
making any claims about internal syntactic structure.

The choice of relations for UD is motivated by the desire to satisfy a number of (partly con-
flicting) requirements for the use of UD for annotation. The framework should enable satisfactory
linguistic analysis for individual languages but should also reveal crosslinguistic parallelism across
languages and language families. It should be suitable for rapid, consistent annotation by a human
annotator, as well as for computer parsing with high accuracy. The relations in UD should be
easily comprehended and used by a nonlinguist, whether a language learner or an engineer with
prosaic needs for language processing, which leads to a preference for traditional grammar notions
and terminology. Finally, the relations offered by UD should be useful for downstream language
understanding tasks in NLP.
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4.4. Formal Properties of Dependency Representations

When discussing formal properties of UD representation, we again need to distinguish basic and
enhanced dependencies. The basic dependency representation is a spanning tree over the words
of the sentence, as defined in Section 2. The enhanced dependency representation is a general
graph structure, where words may have more than one incoming arc and where there may even
be cycles in the graph. In addition, as mentioned above, the enhanced representation may contain
empty nodes that do not correspond to a word of the sentence.

4.5. Criteria for Dependency Relations

When it comes to criteria for distinguishing dependency relations—and syntactic heads in those
relations—UD follows the mainstream tradition for the core of uncontroversial constructions
discussed in Section 2. Thus, arguments of predicates and modifiers in endocentric constructions
are consistently treated as syntactic dependents at both the clausal and phrasal levels.

For other types of constructions, UD may appear to go against the mainstream tradition, at
least for surface syntactic representations. This is true in particular for relations between content
words and function words, where UD consistently puts content words higher in the trees, while
most dependency grammar frameworks treat the function words as syntactic heads (Osborne &
Maxwell 2015). However, as discussed above, the content word together with the attached function
word(s) can be understood as the representation of a dissociated nucleus in Tesnière’s sense, a
structure that cannot be reduced to dependency relations.

Similarly, UD represents coordination by linking all subsequent conjuncts to the first conjunct
using the conj relation, but this should again be understood as a tree encoding of a flat structure
without a syntactic head. The same rigid left-to-right linking is found in constructions that have
no internal syntactic structure at all, such as fixed multiword expressions ( fixed ), as well as loosely
joined paratactic constructions and lists ( parataxis, list). The apparent conflict between UD and
mainstream dependency grammar can thus be explained by the fact that UD uses the formal
dependency tree representation to encode a multitude of relations, many of which have no clear
syntactic heads. The decision in UD of putting content words higher in the trees than function
words makes the framework more appealing as a representation for linguistic typology (Croft et al.
2017), since it produces parallel representations of constructions that are realized by different
strategies in different languages, as discussed in Section 3.

5. CONCLUSION

In this article, we have reviewed dependency grammar from several perspectives, trying to connect
its original development in linguistics to its more recent use in NLP, with the development of
dependency-annotated corpora as a bridge between the two. It seems fair to say that the use
of dependency structures in NLP has to a great extent remained uninformed by the theoretical
tradition of dependency grammar and has consisted mainly of borrowing a formal representation
that strikes a good balance between expressivity and complexity, as discussed in Section 3. In
addition, most research on dependency parsing has been limited to syntax, whereas the notion of
dependency in linguistics has also been applied to morphology and semantics. This situation may
be changing, and we have definitely witnessed a growing interest in modeling semantics using
dependencies in recent years (Oepen et al. 2014, 2015). We have also seen increasing interaction
between theoretical and applied approaches to dependency grammar, in particular through a new
conference series on dependency linguistics (Gerdes et al. 2011, Hajičová et al. 2013, Hajičová &
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Nivre 2015, Montemagni & Nivre 2017), which specifically aims to bring different dependency
grammar communities together.
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Rosa R, Mas̆ek J, Mareçek D, Zeman D, Z̆abkrtský Z. 2014. HamleDT 2.0: thirty dependency treebanks Stan-

fordized. In Proceedings of the 9th International Conference on Language Resources and Evaluation, pp. 2334–41.
Paris: Eur. Lang. Resour. Assoc.

Schwartz R, Abend O, Rappoport A. 2012. Learnability-based syntactic annotation design. In Proceedings of
the 24th International Conference on Computational Linguistics (COLING 2012), pp. 2405–21. Stroudsburg,
PA: Assoc. Comput. Linguist.
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