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Abstract

The use of structural equation modeling (SEM) has grown substantially
over the past 40 years within organizational research and beyond. There
have been many different developments in SEM that make it increasingly
useful for a variety of data types, research designs, research questions, and
research contexts in the organizational sciences. To give researchers a better
understanding of how and why SEM is used, our article (#) presents a review
of SEM applications within organizational research; (5) discusses SEM best
practices; and (c) explores advanced SEM applications, including instrumen-
tal variable methods, latent variable interactions and nonlinear measurement
models, multilevel SEM, cross-lagged panel models and dynamic structural
equation models, and meta-analytic SEM. We conclude by discussing con-
cerns and debates that are both methodological (i.e., cross-validation and
regularization) and theoretical (i.e., understanding causal evidence) as they
relate to SEM and its application in organizational research and beyond.
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STRUCTURAL EQUATION MODELING IN ORGANIZATIONAL
RESEARCH: STATE OF THE SCIENCE

The use of structural equation modeling (SEM) has grown tremendously within the social sci-
ences over the past 40 years (Tarka 2018). This can be seen in multiple books, reviews, software,
and tutorials on SEM (e.g., Bollen & Long 1993, Hoyle & Smith 1994, Kline 2004, Weston &
Gore 2016), with even a methodological journal, Structural Equation Modeling: A Multidisciplinary
Journal, devoted to this method since 1994. As the complexity of SEM and its applications increase,
there is a need to better understand it within the context of a field that has unique demands in
terms of research designs, data, contexts, and questions. In this regard, we seek to critically evaluate
how SEM has been applied within the field of organizational research.

There are three main goals of our article. Foremost, we review classic SEM applications within
organizational research to understand the trends in SEM use while also examining reporting prac-
tices. This allows us to provide practical recommendations for researchers using SEM. Second,
we review increasingly popular advanced SEM applications such as multilevel and latent inter-
action modeling, and we provide resources for applying them. This goes beyond the landmark
review by MacCallum & Austin (2000) in the general field of psychology, allowing us to address
concerns of greater transparency and replicability through better SEM reporting while also ad-
dressing significant advances in SEM over the past two decades. Third, we conclude by raising
important issues related to how structural equation models are empirically evaluated in relation
to cross-validation, regularization, and machine learning, but also by focusing on the concepts of
evidence and causality. Our aim is to make points that are somewhat contentious and, in turn, to
spur important new debates about structural equation models and how they can be evaluated and
their results applied in real-world contexts. Taken together, these three contributions will allow
researchers, especially doctoral students, to better understand the nature and historical applica-
tions of SEM, as well as the ways that advanced SEM techniques can be usefully applied, while
simultaneously being offered conceptual tools for critically evaluating structural equation models
and their applications.

Overview of Structural Equation Modeling

As excellent resources already exist on introductory SEM topics (e.g., Kline 2004), we provide
only a brief primer here, emphasizing the basic concepts and advantages of applying SEM rather
than explaining the statistical estimation theory underlying it. SEM refers to a set of statistical
techniques that enable modeling relationships between multiple independent variables (IVs) and
dependent variables (DVs)—these are also often called exogenous and endogenous variables or
predictors and criteria/outcomes, respectively. One key advantage of SEM is that these IVs and
DVs can be modeled as observed variables that are realized in a dataset or latent variables that
must be estimated based on observed data (Bollen 2002). Standard SEM is typically thought of
as a combination of two approaches: (#) a structural model that specifies how the substantive IVs
causally relate to the DVs (i.e., path analysis); and () a measurement model that specifies how
the observed indicator variables (e.g., self-report scale items) are related to the latent variables
(i.e., factor analysis), wherein the latent variables can be understood as causing the responses on
the observed variables. While typically examined in combination, each type of model can also
be analyzed and its fit assessed separately in a structural equation model (see McDonald 2010,
O’Boyle & Williams 2011).

To illustrate this, we graphically depict a structural equation model in Figure 1, which shows
three latent variables, X, M, and Y, forming an indirect effect (i.e., mediational path). X is an
exogenous latent IV, whereas M and Y are endogenous latent DVs. The structural model is shown
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Figure 1

Illustrative structural equation model: mediation analysis. X is an exogeneous variable; M and Y are both endogenous variables. As part
of the measurement model, thin single-headed arrows represent measurement paths connecting the latent variables to their respective
observed indicators. As part of the structural model, thick single-headed arrows represent the causal linkages connecting the latent
variables.

in the thick single-headed arrows representing causal connections among the latent variables; the
measurement model is shown in the thin single-headed arrows connecting the latent variables to
the observed variables. In both cases, the models and estimation can be understood as a type of
regression analysis with predictors and outcomes—as we often say when teaching SEM and other
modeling topics, “It’s all just regression.”

There are many conceptual reasons why SEM has gained popularity over the years. First, SEM
is not merely a methodological tool for data analysis; SEM also serves as a way to theoretically
conceptualize and empirically test complex propositions or hypotheses that are substantive in na-
ture (see Zyphur 2009). These include mediation models (e.g., Quigley et al. 2020, Solomon et al.
2021, Wanberg et al. 2020) and examining distinct indirect-effects pathways for different IV-DV
relationships (e.g., Livne-Ofer et al. 2019, Loi et al. 2020, Zhang et al. 2020). Second, SEM pro-
vides a formal way to test different alternative models that offer different conceptual pictures of
the world, along with clear statistical criteria that allow evaluating whether one model fits bet-
ter than another—thereby allowing researchers to adjudicate between competing theories and
hypotheses. For instance, Fulmer & Ostroff (2017) compared models that specified a trickle-up
versus trickle-down causal structure for the relationship between trust in direct leaders, top lead-
ers, and job performance. Third, SEM is a tool that is flexible enough to be applied not only to
nonexperimental observational data but also to experimental research designs such as random-
ized control trials (RCTs) that can be mapped somewhat directly to counterfactual theories of
causal inference (for overviews, see Muthén & Asparouhov 2015, Muthén et al. 2017, Pearl 2010).
Fourth, through measurement models, SEM provides a way to estimate relationships between
constructs that account for (un)reliability in the observed indicator variables. This enables or-
ganizational researchers to assess theoretical relationships that are often of interest rather than
observed associations that are biased by measurement error variance (Viswesvaran & Ones 1995).

More generally, specifying measurement models within SEM forces researchers to think care-
fully about the type of latent construct they are assessing (Williams et al. 2009). In particular, the
traditional and typical approach to SEM involves constructs that are modeled as reflective (arrows
traveling from the latent construct to the indicators), to be contrasted with models of formative
constructs (arrows traveling from indicators to latent constructs) (Edwards & Bagozzi 2000). We
primarily focus on the former in our review but will compare both in a subsequent section.

Standard Structural Equation Modeling in Organizational Research

"To better understand recent trends in SEM within organizational research, we conducted a review
of standard SEM applications in our top-ranked journals. Specifically, we identified articles with
the keywords “structural equation model*” or “SEM” over the past 10 years in the Academy of
Management Journal and Journal of Applied Psychology. This search returned a total of 668 articles.
For our purposes, we were only interested in standard SEM applications that included both a
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Table 1 Summary of standard structural equation modeling (SEM) functions and issues to consider

Functions

Application(s)

Issues to consider

Modeling and testing complex
models

Model relationships among different types of
constructs and variables.

Model multiple indirect pathways (e.g.,
mediational models) and multiple
predictors and outcomes.

Highly complex models are less
replicable.

Estimating multiple indirect effects
can be compromised when they are
correlated.

Should seek to validate complex SEM
in holdout samples or additional
samples

Model comparisons

Test and compare multiple competing theoretical
models.

Test for a more parsimonious model compared to
the one posited.

Be mindful of multiple statistically
equivalent models for a given
theory.

Researchers should seek to rule out
alternative plausible theoretical
models using SEM.

Modeling experimental designs

Model experimental effects controlling for
measurement error.

Model causal processes in experiments.

Test for measurement and structural equivalence
between design conditions.

Systematic error variance will not be
addressable with SEM but will
require consideration of
measurement and experimental
procedures.

Modeling theoretical relationships

Estimate theoretical relationships of constructs
controlling for measurement error.

Determine if theoretical measurement properties
hold across different groups (e.g., gender, race,
nationality) and over time.

Model reflective and/or formative constructs.

Models with many latent variables can
be challenging to estimate together
and may require a piecemeal or
two-step approach.

Traditional conceptions of reliability
may not apply to formative
constructs.
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structural and measurement model. Therefore, we excluded applications where there was only a
measurement model [i.e., confirmatory factor analysis (CFA)] and applications where there was
only a structural model (e.g., path analysis among observed variables). In addition, because we were
interested in reviewing more advanced applications (which we do in subsequent, separate sections),
we excluded more sophisticated approaches from our initial review, including latent interactions,
multilevel SEM (MSEM), and Bayesian estimation.

After applying these exclusion criteria and removing duplicates, we were left with 97 articles.
Some articles included multiple studies that tested separate structural equation models. Because
we are focused on general reporting practices, we only coded the first study in multistudy papers.
In the case of studies that reported multiple equivalent structural equation models [e.g., five simul-
taneous models for each of the Big 5 traits (Connelly etal. 2022)], we only reported the first model.
In the case of studies that reported multiple model iterations that were successively (re)specified
after estimation, we focused on what the authors deemed to be their final model. Because we are
interested in general reporting practices, we present all data at the article level, not the study or
model level.

In what follows, we critically evaluate some of the SEM applications and reporting practices
based on the advantages, or the key functions, that SEM is supposed to offer researchers and the
research community. We summarize this in Table 1. The set of final articles included in our review
can be found on the Center for Open Science’s OSF platform (https://osf.io/kqe2p/).
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Model complexity. Theories of organizations and the people who inhabit them have become
increasingly complex over time by incorporating features such as temporal dynamics (Ancona
etal. 2001), digital technologies, and globalization (Baum & Haveman 2020). The result has been
an increase in the extent to which our theories are able to integrate multiple perspectives and data
types. To properly address such features of theory requires corresponding methodological tools
that can empirically assess theoretical propositions and the operational hypotheses that follow
from them. For this purpose, SEM’s flexibility has made it an increasingly popular tool for assessing
and testing complex theoretical models. These include multiple indirect-effects pathways as well
as, potentially, feedback loops over time. The key to these model features is that SEM allows
going beyond traditional regression analysis wherein only a single DV is predicted by some set of
IVs—more formally, traditional regression is a univariate technique, whereas SEM is multivariate.
For example, Wo et al. (2015) used SEM to capture multiple mediating mechanisms that cause
trickle-down effects, with supervisor justice perceptions influencing their subordinates’ justice
perceptions.

However, there are several issues that researchers need to be mindful of when testing com-
plex models. Foremost, recent research has recognized that models with multiple variables have
substantially lower probabilities of being correct. Assuming an 80% probability of each correla-
tion being properly theorized (perhaps in a rudimentary yes/no fashion), the joint probability of a
six-variable model being accurate is approximately 3.5% (Saylors & Trafimow 2020). This prob-
lem of larger models with more complexity being less likely to be accurate is exacerbated when
models include causal chains with multiple intervening mediators. Statistically significant results
in such models may be due merely to chance and have low replicability. Therefore, when specify-
ing complex models, we encourage researchers to be mindful of the potential base rates of being
wrong (Saylors & Trafimow 2020). As a method of addressing this and related issues of model
specification and generalization, we point out that validation approaches could be used, wherein
a proposed model is validated in a holdout sample (estimating a structural equation model with
a training dataset and then evaluating its fit with a test dataset) or a different sample altogether.
There were very few instances of traditional cross-validation with a holdout sample among the
articles reviewed, and no applications of k-fold cross-validation, which has the added advantage of
validating the model using the entire dataset by sequentially using each data subset in the training/
test set. For example, Nye et al. (2014) randomly split their data into calibration and validation
samples to test the robustness of their measurement model, in addition to testing their structural
model of sexual harassment with a second, separate sample.

With complex models, researchers often seek to test multiple indirect effects. For example,
Priesemuth et al. (2014) applied SEM to test a model where abusive supervision climate indirectly
influenced multiple DVs through two distinct mediating mechanisms. Statistically, to the extent
that these indirect effects are correlated, it can affect the accuracy of the results. One possible
solution is to orthogonalize the mediators to reduce this problem (see related thought in Zyphur
et al. 2020a).

Model comparisons. Another advantage of SEM is the ability for researchers to test for com-
peting explanations by testing multiple alternative models. From a Popperian perspective, the
scientific process requires researchers to engage in tests that may falsify one or another model by
pitting models against each other. From a pragmatic perspective, testing equally viable alternative
models can reduce confirmation bias. Despite this, the process of choosing specific alternative
models to compare against a researcher’s preferred model is often challenging. While some pa-
pers do provide tests for alternative models (e.g., Ferris et al. 2016, Fulmer & Ostroff 2017, Kunze
et al. 2015), a substantial number of papers do not make SEM model comparisons.
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In an excellent treatment of this topic, Vandenberg & Grelle (2009) note that it is critical to
determine the types of SEM models that one seeks to test in the first place. The first type is equiv-
alent models, where alternate models typically produce an identical overall goodness-of-fit to the
data. For instance, a proposed model of X—M—Y would have an equivalent model (in terms of
fit) of Y—>M—X. It has been estimated that there are a substantial number of equivalent models
based on published applications, with half of the applications having 16 or more equivalent mod-
els (MacCallum et al. 1993). To engage in strong tests of theory through model comparisons, it is
vital for researchers to identify plausible equivalent alternatives and develop research designs to
rule these out, including through the use of experimental methods and longitudinal data collection,
rather than relying on the “status of an a priori model” (MacCallum et al. 1993, p. 197). By seeking
to test different equally plausible model-based theories, we are not merely utilizing SEM in an ad
hoc exploratory fashion but also seeking to critically evaluate models in a more thoughtful confir-
matory manner—the process of ruling out alternatives is part of what differentiates confirmatory
from exploratory research.

Second, most structural equation models involve the possibility of nested model comparisons,
wherein alternative models have some subset of the parameters that are estimated in the posited
model (Vandenberg & Grelle 2009), which allows direct statistical tests to evaluate whether the
nested model fits more poorly than the posited model (Bentler & Satorra 2010). For example, one
may posit that outcome Yis being predicted by three IVs, but a nested model may only involve two
of the three predictors’ paths being freely estimated. Simpler, counterfactual models can test the
assumptions underlying the initial model. For example, Foulk et al. (2016) initially tested a SEM
where the rude behavior of a source participant in a negotiation task had a contagious effect on the
rudeness of a carrier participant, such that a third participant’s perception of the carrier’s rudeness
during a second negation task was indirectly affected by the source’s contagious rudeness. Foulk
et al. (2016) found that a nested model where the path from the source to the mediating carrier
participant was eliminated was significantly worse fitting than the full three-participant mediation
model, which supported the importance of the initial source’s rudeness.

Because nested models are more parsimonious by definition, they will often reflect simpler and
potentially more elegant theories. This makes alternative nested models potentially more desirable
because they involve a lower probability of being wrong by reducing model complexity and, as per
Occam’s Razor, may be more aesthetically pleasing to the scientific community while at the same
time reduce the chances of overfitting a structural equation model to the data.

Finally, there are non-nested models where the variables in the analysis may be overlapping
but nonequivalent (Vandenberg & Grelle 2009). For example, a researcher may posit that job
satisfaction mediates the relationship between personality and job performance; however, an al-
ternative non-nested model might include organizational commitment as the mediator. In this
case, researchers may use model fit indices such as the Akaike information criterion (AIC) and
the Bayesian information criterion (BIC) to compare alternative models [where the same data
and variables are used (see Vrieze 2012 for more information on when to use AIC or BIC)]. In
this regard, researchers need to consider alternative explanations and variables where possible.
For example, McCarthy et al. (2016) used these indices to compare several alternative non-nested
structural models of the relationship between workplace anxiety and job performance to their
hypothesized model.

Experimental designs. While the use of SEM has grown over time, the applications have typ-
ically been based on observational data that do not involve experimental interventions, including
cross-sectional and longitudinal data. Among the articles that we reviewed, 62% applied SEM to
cross-sectional data, 38% to longitudinal data, and just 4% were applied to experimental designs.
However, SEM can easily be used to analyze data from experiments (MacCallum & Austin 2000).
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For example, Hershcovis & Bhatnagar (2017) used SEM to test a mediation model with data from
a traditional vignette experiment to investigate how customers respond to employee mistreat-
ment. Unlike a standard #-test or analysis of variance approach to infer group mean differences
from observed scores, SEM can account for measurement error variance and thus help to address
unreliability in observed variables, which can otherwise bias estimates of treatment effects (al-
though note that systematic errors, such as a construct deficient measure, cannot be addressed by
the use of SEM without incorporating additional information into the model, such as with instru-
mental variables as we describe further below). Also, SEM can be used to model mediating causal
processes in experiments directly (Russell et al. 1998), and it allows accounting for correlated mea-
surement errors over time in pre- and post-test experimental designs that use the same measures
(Ployhart & Oswald 2004). Also important is that SEM allows measurement invariance tests to
evaluate whether observed variables are measuring the same constructs in different groups or over
time; when this is not found, researchers can still specify partial measurement invariance and
continue testing their hypothesized effects (Byrne et al. 1989). In general, given advantages such
as these, we encourage researchers to use SEM in the analysis of experimental data, which has
become increasingly popular recently including for causal mediation modeling (see Muthén &
Asparouhov 2015).

Theoretical relationships. A key purpose of SEM is estimating the relationships among the-
oretical constructs directly as latent variables, rather than among observed indicator measures
[e.g., operational relationship (Binning & Barrett 1989)]. To this end, SEM is often described as
a method that accounts for measurement error variance. Nevertheless, there are often situations
wherein researchers rely on a two-stage piecemeal approach due to difficulties estimating all of the
latent variables and relationships that a given model may require, especially in cases when there
are many observed or latent variables and/or small samples.

In such cases, the estimation stages are typically (#) show that the measurement model holds
for the measures of interest and (b) use observed scores for constructs within a path analytic frame-
work to assess the theoretical relationships. For example, in a recent study assessing the effects of
work-contingent self-esteem, the authors first fit an 11-factor measurement model to all the scales
in order to validate their factor structure and then, second, proceeded to use a mediational path
model using scale means as observed variables (Kuykendall et al. 2019). Unfortunately, this ap-
proach has historically not taken full advantage of SEM in accounting for measurement error and
correctly reflecting uncertainty in latent variable standings, which is a problem that becomes more
pronounced as scales become shorter and less reliable. We propose that when it is challenging to
conduct SEM due to the number of latent variables, researchers might use factor scores within
a structural model but should be very mindful of the potential shortcomings of this method (see
Hayes & Usami 2020, Skrondal & Laake 2001).

There are two possibilities for addressing the problems with factor scores. One would be to use
an estimation strategy that attempts to overcome the deficiencies of factor score regressions, such
as the Structural-After-Measurement estimation method implemented in the lavaan package for
R (see Rosseel & Loh 2021). A second possibility is to use plausible values (as Bayesian posterior
estimates) rather than factor scores or observed mean scores, because plausible values take into
account uncertainty in the standings on latent variables (see Zyphur et al. 2019). This approach
is implemented both in Mplus and for lavaan in R, with the latter made possible through the
semTools package using the plausibleValues() function (Asparouhov & Muthén 2010, Jorgensen
etal. 2022).

It is helpful to note that the two-stage piecemeal process is related to the classic Anderson &
Gerbing (1988) two-step modeling approach, where it is recommended that a measurement model
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is specified in the first step (i.e., a multiple factor model with fully saturated covariances among the
latent variables) before specifying and evaluating the structural paths in the second step. The goal
of using these two steps is to reduce interpretational confounding, which occurs when the mea-
surement model (parameters and fit) depends on the specification of structural paths. Estimating
a measurement model first and ensuring no misspecification in a first step facilitates meaningful
interpretations of subsequent structural model estimates in a second step (i.e., regressions among
latent variables).

Importantly, in the second step, Anderson & Gerbing (1988) propose evaluating the structural
paths in a full SEM that also includes the measurement model. This is distinct from, although
related to, the aforementioned piecemeal approach of estimating the measurement model first
and then the structural model later using scale means, factor scores, or plausible values. We rec-
ommend the Anderson & Gerbing (1988) two-step modeling approach when possible rather than
a piecemeal approach to test theoretical relationships. In either case, like Anderson & Gerbing
(1988) we also advocate evaluating the posited theoretical model by comparing it to one or more
structural models that are more constrained (i.e., fewer structural paths to test for a more parsi-
monious model) and less constrained (i.e., more structural paths to test if the posited theoretical
model is potentially too parsimonious).

An interesting advantage of SEM is that it not only allows assessing theoretical causal rela-
tionships, but it also allows determining whether the theoretical measurement properties of scales
hold across multiple populations (e.g., gender, race, nationality). This type of classic analysis of
measurement invariance is actually a method of testing the theoretical relationships among scale
items in the form of the measurement relationships among latent variables and their observed
indicators. Such tests of measurement equivalence should be done when researchers are assessing
theoretical constructs with measurement models across multiple populations and/or over time
(Tay et al. 2015, Vandenberg & Lance 2000). To this end, recent advances allow going beyond
traditional multigroup invariance testing and similar tests over time by allowing for approximate
measurement invariance tests, the results of which can allow some degree of noninvariance to be
observed while still allowing for the substantive tests that researchers may be seeking to conduct
after an initial observation of similar measurement characteristics across groups and/or over time
(Davidov et al. 2018, Muthén & Asparouhov 2017).

More generally, the specification of measurement models in SEM motivates researchers to
consider the nature of the latent constructs they are modeling, such as whether they are formative
or reflective in the context of a given set of observed indicators, as depicted in Figure 2. Reflec-
tive measurement is the most typical approach, as previously mentioned. Williams et al. (2009)
note that a reflective construct might be mapped to a realist epistemology, wherein measures are

Reflective construct Formative construct

Figure 2

Reflective versus formative construct, where the difference in the direction of arrows indicates the different
types of constructs (arrows from a latent variable to observed indicators is reflective; arrows to a latent
variable from observed indicators is formative).
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imperfectly assessing a “real” entity that exists beyond the measurement tool—thus, a “construct”
nonironically actually exists in the world. For example, a self-report measure of job performance
is assumed to be a fallible assessment of “true” job performance, which is behavioral and actually
done as a set of actions in the world.

On the other hand, a formative construct might be mapped to a constructivist epistemol-
ogy, wherein the construct is formed as a purely conceptual feature of the world by appealing
to the indicators that are used to produce images of it. A classic example is socioeconomic status,
which is comprised of a set of only partially related indicators (e.g., income, education, family
size); also consider, however, that supervisor-rated job performance in different domains may be
regarded as forming an overall image of job performance, and the question of the truth of the im-
age is irrelevant from a realist perspective because this typically is not adopted epistemologically.
More generally, researchers have noted that job performance may be an exemplar of a forma-
tive construct in the organizational sciences because (#) changes in different domains (e.g., task
performance, organizational citizenship behavior, and counterproductive work behavior) of job
performance can change overall job performance, (b) different aspects of job performance may
have different antecedents, and (¢) different domains of job performance are unique and may not
correlate with other domains (MacKenzie et al. 2005).

As the reader can intuit, there are philosophical issues in terms of how constructs can be under-
stood that are beyond the scope of our article (see realist perspectives offered in Borsboom et al.
2003, Edwards & Bagozzi 2000; see alternatives in Zyphur & Pierides 2017,2020a,b; Zyphur et al.
2015). However, in terms of practical implications, we point out that unlike reflective constructs,
indicators of formative constructs are essential and not typically exchangeable, as each indicator
uniquely forms the meaning of the construct (Petter et al. 2007). Furthermore, the traditional con-
ceptions of reliability, such as internal consistency reliability, do not apply to formative constructs
(Edwards 2010). Finally, there are additional requirements of specifying formative constructs in
order for the measurement model to be identified and thus the parameters estimable (Petter et al.
2007, Williams et al. 2009), and there are ways of interpreting the effects of formative constructs
that allow an indirect link back to the original indicators themselves—the formative construct is
akin to a block of predictor variables (Edwards & Bagozzi 2000).

Structural Equation Modeling Reporting in Organizational Research

With increased concern about transparency and replicability, we offer some specific recommen-
dations for SEM reporting based on trends in organizational research. This augments general
SEM reporting guidelines and recommendations (see McDonald & Ho 2002, Raykov et al. 1991,
Schreiber et al. 2010). To summarize, we emphasize (#) completeness in reporting how a struc-
tural equation model was specified and analyzed in terms of model presentation (e.g., using full
graphical presentations) and model specification process (e.g., type of data analyzed, missing data
and treatment, normality assumptions, and estimator type) and (b) the need for a thorough evalu-
ation of the SEM, including the use of multiple appropriate fit indices to evaluate the model [e.g.,
comparative fit index (CFI), Tucker-Lewis index (TLI), root mean square error of approximation
(RMSEA), standardized root mean square residual (SRMR), AIC, and BIC], reporting detailed
parameter estimates, possible model modifications, and comparisons with potential alternative
models. In the following, we touch on some of these aspects.

Structural equation modeling specification and analysis. We found that 81% of the papers we
reviewed provided full graphical presentations of their model. However, within this subset, there
were few papers that provided full and clear information such that the number of parameters
could be easily determined from the graphical presentation. While an interested researcher might
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be able to infer this from the degrees of freedom and sample size used during model estimation,
it is important for researchers to report such basic information explicitly in all cases.

All papers, with the exception of one, reported basic descriptive statistics for the model variables
(i.e., means, standard deviation, and correlation matrix). However, a minority of papers (6%) in-
cluded descriptive information about whether multivariate normality assumptions were met (i.e.,
Mardia’s coefficients of skewness and kurtosis). We conjecture that this is because few authors
checked. Similarly, only 34% of papers discussed how missing data were addressed and treated.
This is concerning because it is likely that most data collections involve some type of missingness.
In general, we strongly recommend that such basic information should be carefully examined and
offered, and any methods for treating missingness, including full-information estimation or mul-
tiple imputation, should be mentioned when they are used. For example, we found that only 40%
of papers explicitly mentioned the estimator that was used, which is a very small number. This
should be reported for the sake of replicability and so that readers (and reviewers) can critically
evaluate an estimator’s assumptions.

Structural equation modeling evaluation. In terms of the main SEM fit indices that were re-
ported, the majority of articles reported chi-square (78%), degrees of freedom (78%), CFI (80%),
and RMSEA (73 %). Less than half reported SRMR (46%), TLI (34%), AIC (13 %), and incremen-
tal fit index (10%), and less than 10% reported BIC (9%), goodness-of-fit index (7 %), normed fit
index (NFI) (7%), adjusted goodness-of-fit index (4%), root mean square residual (4%), and de-
viance information criterion (3%). Despite the moderate to high percentages for some fit indices
such as the chi-square, CFI, RMSEA, SRMR, and TLI, our field needs to improve in the reporting
of these key fit indices, given the importance of model fit as a measure of model quality. Authors
should provide such basic fit information, and if they do not then reviewers and editors should
insist on it.

In our review, we found that many papers refer to fit indices cutoffs that were used by previ-
ous papers rather than the source of the recommended cutoffs themselves. Less than half 36%)
of the papers included references to specific cutoffs. Hu & Bentler (1999) was the most popular
cutoff citation (15%), followed by Browne & Cudeck (1993) (10%), and Bentler & Bonett (1980)
(4%). We encourage researchers to make specific references to the cutoffs that they are using.
Hu & Bentler (1999) recommended cutoffs for CFI (> 0.95), TLI (> 0.95), SRMR (< 0.08),
and RMSEA (< 0.06) based on a simulation study. They also recommended cutoffs for indices
that are rarely presented for contemporary models, such as the relative noncentrality index and
McDonald’s centrality index. Browne & Cudeck (1993) recommended that an RMSEA value of
less than 0.05 indicates “close fit,” less than 0.08 indicates “reasonable fit,” and greater than 0.1
indicates that “we would not want to employ [the] model” (p. 239). Bentler & Bonett (1980)
recommended a more liberal cutoff of >0.90 for both the NFI and non-normed fit index (also
known as the TLI). For an emerging approach, see recent work on dynamic fit indices and
their cutoffs, which are tailored to a specific model and dataset and which we recommend the
reader consider. (At the time of this writing, a web-based implementation could be found at
https://dynamicfit.app/connect/; also see McNeish & Wolf 2021.)

We did not find papers that provided more detailed parameter estimates of SEM analyses.
While we believe that this is because many articles have page limits, and this may be deemed
unnecessarily detailed, we advocate for putting these materials in an online supplement where
possible. With regard to whether models were modified from the initial proposed model or if
comparisons of alternate models were undertaken, we are interested not so much in the extent
this was done in the literature but in whether this was reported. This is because not all modifica-
tions or model comparisons are needed. For example, one may seek to test a specific proposition
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Table 2 Highlights of advanced structural equation modeling (SEM) applications

Type of SEM

Application(s)

Strength(s)

Instrumental variable methods

Modeling causality in a nonexperimental
research design

Addresses potential confounds in causal inference

Latent interactions and
nonlinear measurement

Estimating interactions between latent
constructs

Advanced estimation techniques that can be
applied to high-dimensional data that overcome

models Estimating nonlinear interactions between potential precision and convergence issues
latent constructs and observed variables
Multilevel SEM Applying SEM to nested data Goes beyond traditional multilevel regression

models to address nested structure in predictors
and related measurement error

Estimates level-specific structural and
measurement models

Cross-lagged panel models
and dynamic structural
equation models

Applying SEM to longitudinal panel data
and intensive longitudinal data

Making causal inferences while controlling for
stable confounding factors over time (e.g.,
individual differences)

Meta-analytic SEM

Applying SEM to meta-analyses

Modeling measurement and structural parameters
to obtain more accurate estimates of effects and

effect sizes

in a hypothetico-deductive manner with an SEM analysis. Regardless, our field should seek to
report if any SEM modifications or comparison (or none) was made. This can help improve trans-
parency in SEM analyses and the evaluation of these models. More generally, careful and thorough
reporting has also been advocated, given the degrees of freedom researchers have in specifying and
modifying SEM (see Cortina et al. 2017).

Advanced Structural Equation Modeling Applications

A variety of profound advancements in modeling and estimation methods for SEM have occurred
in the past two decades. Here we cover what we believe are the most important contributions that
have been made by methodologists who have worked to provide new tools and insights that can be
put to use by the average researcher for their substantive work. This includes instrumental variable
methods; latent interactions and nonlinear measurement models; MSEM; longitudinal ap-
proaches, including cross-lagged panel models (CLPMs) (i.e., panel vector autoregressive models)
and the new dynamic structural equation model; and meta-analytic SEM (MA-SEM) methods that
are becoming increasingly popular. This is summarized in Table 2 and we address each in turn.

Instrumental variable methods. The use of SEM to estimate structural relationships among sub-
stantive variables does not mean that researchers can safely infer that these estimated relationships
are causal (Bullock et al. 1994). Although path analysis has at times erroneously been referred to as
causal modeling (Denis & Legerski 2006), the fact is that SEM is only a type of regression analysis,
and therefore, typical concerns about causality are not overcome without addressing significant
issues related to research design and model specification (Diener et al. 2022).

As one way to address these concerns, recent work has focused on the concept of an instrumen-
tal variable for addressing potential confounds in nonexperimental research designs (see Antonakis
et al. 2010, Grace 2021, Maydeu-Olivares et al. 2020). The idea behind instrumental variable
methods is that researchers can eliminate potential confounders affecting predictor variables by
using a type of randomization device, allowing them to decompose a predictor variable into two
components: one that is truly exogenous in order to estimate its causal effect on an outcome
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variable, and a second that is endogenous and therefore not used to estimate a causal effect on an
outcome variable.

Historically, two-stage least squares methods have been used for instrumental variable analysis
(Step 1: decompose the predictor variable; Step 2: estimate the effect of the exogenous component
on the outcome variable). However, SEM allows the required decomposition and estimation of
the causal effect of the exogenous component in a single step (Antonakis et al. 2010; see early
examples in Frone etal. 1992, 1994). The approach is surprisingly simple: An instrumental variable
is allowed to directly affect only the predictor, and in turn (#) the predictor’s residual becomes
the model-estimate endogenous component and is allowed to freely covary with the outcome
variable to capture the potential noncausal association, and (b) the predictor’s direct effect on the
outcome variable is then able to reflect a causal association. This simultaneous estimation of an
effect and covariance among the predictor and outcome variable would not usually be identified,
but this identification is made possible by the instrumental variable not having a direct effect on
the outcome variable. By assessing model fit (before including the residual covariance in the model
specification), a researcher is able to evaluate some of the instrumental variable model assumptions,
and the residual covariance among the predictor and the outcome can be used to infer potential
endogeneity driving any noncausal association. The net resultis a compelling method for inferring
causation in the kind of nonexperimental data that are typically analyzed using SEM, especially
given that in SEM, latent variables can be used for the instrumental variable analysis in order
to account for measurement error—valid instruments, whether observed or latent (they can be
either), should not be affected by measurement error, which is one reason why latent instrumental
variables in SEM may be so compelling.

In the coming decades, we anticipate instrumental variable-based SEM to become increasingly
popular. In our view, gone are the days when purely observational data could be uncritically sub-
jected to structural model specifications and causality inferred. Authors, reviewers, and the general
public are coming to expect more from the social sciences in terms of the veracity of their causal
claims and their reliability. Instrumental variables offer one potential approach for addressing is-
sues of causality, and we advocate for their use in the organizational sciences to complement the
many other approaches that can also be useful.

Latent interactions and nonlinear measurement models. Another significant advancement
over the past two decades is in the area of nonlinear latent variable models, including statistical
interactions among latent variables (i.e., latent moderation analysis) as well as nonlinear associa-
tions among a single latent variable and a set of observed variables (by allowing a latent variable
interaction among a variable and itself). The history of such methods dates back more than
50 years (e.g., McDonald 1962), but good estimation methods have not existed for high-
dimensional applications until very recently (see Asparouhov & Muthén 2021).

A long-standing problem in structural equation models has been how researchers can estimate
nonlinear associations in both structural and measurement models. Because latent variables are
not directly observed, they must be estimated as a set of (co)variances and regression coefficients
that constitute the key measurement and structural components of a structural equation model.
Nowhere in this process are the underlying scores on latent variables themselves estimated. In-
stead, only their model-specified moment properties are estimated (e.g., variances, covariances,
and structural regression coefficients). This makes it extremely difficult to estimate nonlinear
models such as those involving statistical interactions, because such models are typically estimated
by including product terms (e.g., X *Z) as predictor variables. This is not possible in SEM because
underlying scores on latent variables do not exist in a dataset and are never actually estimated.

Various approaches have been taken to address this problem, with the most recent work in the
organizational sciences focusing on a frequentist method referred to as latent moderated structural
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equations (LMS) (see Cheung etal. 2021, Su et al. 2019). For example, Toker & Biron (2012) used
LMS to test the moderating effect of physical activity on the reciprocal relationship between
burnout and depression. However effective such an approach may be, a much more tractable and
efficient Bayesian alternative was recently proposed by Asparouhov & Muthén (2021). Although
LMS is currently more common, it runs into computational difficulties in high dimensions that
often lead to poor precision and convergence during estimation (for a discussion, see Preacher
etal. 2016). The Bayesian alternative has already proven itself to be highly capable and extremely
efficient, even with large samples and models with many latent variables. For example, Ozkok etal.
(2021) recently showed how latent variable interactions could be formed and estimated with this
Bayesian method in cross-lagged models to allow for interaction effects among within-person
and/or between-person factors, including the cross-level interaction case. This would not have
been possible using LMS.

Although both of these methods are implemented in the program Mplus, we recommend that
researchers use the Bayesian approach in their research, in part because it can be easily applied
even in very complex models, including multilevel SEM, but also because it provides more accu-
rate results in almost all cases and it does not require that researchers make sacrifices related to
precision and convergence (see Asparouhov & Muthén 2021). Conveniently, the method can also
be applied to latent variable interactions involving a single latent variable, to allow for nonlinear
relationships among a latent variable and its observed-variable indicators, as well as for nonlinear
structural relationships with other latent variables. Such possibilities allow for numerous avenues
for future research into how scales function and how latent variables may be related to each other—
expanding the range of typical linear SEM to include nonlinear functional forms of measurement
and structural relations. Indeed, it would be interesting to see how many past scale validation
studies did not attempt to examine for nonlinear measurement and structural associations when
conducting CFA (we suspect virtually all of them, given the historical difficulties with estimating
such models). New nonlinear methods with latent interactions could then be used to evaluate any
historically validated scales to test for nonlinear measurement and structural relationships that
were previously missed.

Multilevel structural equation modeling. The next advanced modeling method we explore
is MSEM (see Preacher et al. 2010, 2011, 2016). This recent approach vastly improves typical
multilevel modeling methods that were popularized in the 1980s and 1990s, including hierar-
chical linear modeling. The problem with these historical methods is that although they enable
a latent decomposition of an outcome variable into its level-specific components to account for
sampling error (Raudenbush & Bryk 2002), they do not also do this for predictor variables and,
even worse, they often lead to conflating level-specific effects when estimating the relationships
between predictors and an outcome (see Zhang et al. 2009).

The solution to both problems is the automatic latent decomposition of observed variables
into their level-specific components, which is the hallmark of MSEM—this method can also be
understood as automatic latent group-mean centering of multilevel data (Hamaker & Muthén
2020). Conveniently, this decomposition is complemented by vast flexibility in the models that
can be estimated, including multilevel CFA that enables investigating the multilevel measurement
model characteristics of scales and constructs (Tay et al. 2014) in order to, among other things,
estimate the reliability of a scale at different levels of analysis (Geldhof et al. 2013). The net result
is a general approach to handling nested data structures that allows for the estimation of level-
specific measurement and structural models, along with random slopes and even random variances
at higher levels of analysis in order to estimate differences across groups, not only in terms of their
averages but also the degree of within-group variation (see Lester et al. 2021, McNeish 2021).
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In the organizational sciences, MSEM is becoming widely adopted due to its ability to address
research questions that involve modeling teams and organizations. While preparing this review,
we excluded 47 MSEM papers that were returned by our search (not including multilevel path
analysis models). For example, D’Innocenzo et al. (2016) applied MSEM to test the moderating
effect of unit-level empowerment on the relationship between individual psychological empower-
ment and individual performance. MSEM methods have also been applied to experience sampling
method (ESM) data to model within- and between-person processes, as we further describe below.
For example, Hiilsheger et al. (2013) applied MSEM to ESM data in order to test the effect of
mindfulness on surface acting and emotional exhaustion at the within- and between-person lev-
els. Such applications are unique because they offer insights into phenomena and processes across
multiple levels simultaneously. We anticipate substantial further updates of these methods and
advocate for research designs that will allow estimating these more complex models.

Cross-lagged panel model and dynamic structural equation model. The next set of advance-
ments for SEM applications involve models of longitudinal data, including single-level SEM
specifications such as CLPMs that allow modeling panel data ranging from three to ten occasions
of measurement (7' = 3 to T = 10), to dynamic structural equation models that allow modeling
intensive panel datasets ranging from roughly 10 to hundreds or even thousands of occasions of
measurement. As an example of the former case, Schaubroeck et al. (2013) applied cross-lagged
panel modeling to multiwave data and found that after accounting for the stability over time in
cognition-based trust and affect-based trust, cognition-based trust influenced the development of
affect-based trust for newcomers.

Notably, an important feature of hypothesis tests such as this has been the recognition in the
organizational sciences and beyond that typical latent variable specifications allow accounting for
stable factors in longitudinal data [e.g., individual differences in ESM data (see Allison 2009, Bollen
& Brand 2010, Hamaker et al. 2015)]. This has led to a revolution in the ways that longitudinal
panel data can be modeled in the organizational sciences. In the single-level case, recent work
by numerous researchers has shown that classic applications of cross-lagged models—particularly
those with only 7"= 2 occasions of measurement—confound stable traits with the within-person
fluctuations that are often of interest for researchers (Zyphur et al. 2020a,b, 2021). In turn, this
allows the construction of CLPMs with various types of fixed effects that account for these stable
factors while estimating a variety of within-person lagged effects, including latent interactions and
long-run effects of various types (see Ozkok et al. 2021, Shamsollahi et al. 2021; our use of the term
fixed effects here also includes the random intercepts in the random intercept CLPM by Hamaker
etal. 2015). By controlling for stable confounders, only the within-person fluctuations that reflect
changes over time in a phenomenon can be isolated and used to infer predictive effects that are
often referred to as Granger causality. Nevertheless, there are concerns and caveats that readers
should be aware of regarding the use of both CLPMs and fixed effects variants that account for
stable confounders (see Andersen 2021; Lucas 2022; Zyphur et al. 2020a,b).

On the other hand, with intensive longitudinal data, typical single-level structural equation
models are not tractable. Therefore, MSEM approaches are needed that treat observations
over time as nested within people to allow classic within-person and between-person variance
decompositions. The new dynamic structural equation modeling (DSEM) framework allows
for this, with at least 7'= 10 occasions of measurement being recommended (Schultzberg &
Muthén 2018). Although historically such research designs have been rare in the organizational
sciences, intensive longitudinal data are more often being collected from both archival sources as
well as experience sampling/ecological momentary assessment studies (Gabriel et al. 2018). The
logic of DSEM is relatively straightforward: Like the CLPM, stable factors are controlled when
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estimating within-person lagged associations (McNeish & Hamaker 2020). However, because
the dynamic structural equation model is a multilevel model, it allows estimating random slopes
and random variances for within-person model components, which can then be predicted at the
between-person level (see Asparouhov et al. 2018, Hamaker et al. 2018, Zhou et al. 2019). By
using these methods, researchers will be able to open up fundamentally new types of inquiry in
the organizational sciences, which we wholeheartedly endorse.

Meta-analytic structural equation modeling. The final area of innovation we discuss is the
advent and adoption of MA-SEM. This approach has seen substantial innovations in the past
20 years (Cheung & Chan 2005, Jak & Cheung 2020, Landis 2013), and there have been numerous
recent applications in the organizational sciences (e.g., Bergh et al. 2016). The unique benefit
of MA-SEM is that it combines typical meta-analytic procedures with the capabilities of SEM,
allowing for structural model specification with meta-analytically derived covariance information
as data inputs for the estimation of parameters and effect sizes. The result is a new way of making
inferences about structural relationships that are derived from many primary studies (rather than
only one). This helps address potential concerns of sampling error and generalizability of findings.

For example, Butts et al. (2013) applied MA-SEM to test a structural model of the effect of
work-family support policies on job attitudes, which enabled them to go beyond bivariate rela-
tionships and single-study structural equation models to investigate the mediating role of variables
such as work-to-family conflict and family-supportive organization perceptions in a collection
of published studies. We anticipate many further developments in the MA-SEM space, and we
believe, as other organizational researchers do (e.g., Landis 2013), that further developments
such as methods for evaluating moderation in MA-SEM will offer new and exciting insights into
organizational science.

CONCLUSION

In this review, we have provided an overview of a large number of published studies in or-
ganizational research that use SEM, describing their reporting practices and other attributes
while making prescriptive judgments about how researchers should conduct and report structural
equation models. Although SEM has been in use for decades within and outside of the organi-
zational sciences, we find it troubling that there is still such a marked degree of underreporting
of estimators, fit statistics, and other model attributes that are fundamental for evaluating SEM
specifications and the results of estimation. In the future, we call on authors, reviewers, and edi-
tors to consider issues of replicability and the ability to critically evaluate a given SEM application,
which is hindered without adequate information about the SEM specification, estimator, and re-
sulting levels of model fit. In what follows, we make numerous observations about SEM and how
we believe it can be put to good use to advance organizational science, discussing cross-validation,
regularization, and problems with machine learning, as well as concerns about causality.

Cross-Validation, Regularization, and Problems with Machine Learning

One major flaw of almost all SEM applications is that model parameters are estimated using the
same data that are used for evaluating model fit. This leads to well-known problems of overfitting,
which reduces bias but increases variance in generalizations and therefore does not optimize the
bias-variance tradeoffs that are present in our inferential practices (Schuler & Rose 2017). This
problem is well known and has been the subject of substantial discussion in the machine learning
and artificial intelligence literature (Belkin et al. 2019). The issue in the SEM literature is that
the problem does not appear to be well understood and is virtually never discussed as a threat to
inferences among the typical users of SEM. We see two paths forward for SEM to address this
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problem, which would need to be implemented in SEM software by its authors or by researchers
using bespoke methods for their specific applications.

First, cross-validation methods can be automated so that one part of a sample (the training
set) is used to estimate model parameters, and then the fit of the model is evaluated by using the
estimate to make predictions about the remaining part of the sample (the test set). Advances of
this classic holdout approach include 4-fold methods and repeated holdouts that make better use
of the information in a sample to evaluate the model fit (see Kim 2009). The underlying logic of
such approaches in the SEM space would be based on a deterministic theory of relationships vis-
a-vis the structural model specified. The hallmark of determinism is predictability, and therefore
if the structural model specified is true to the world it is meant to represent, then the estimated
parameters should allow predicting data that were not used for estimation. This is a reasonable ex-
pectation of SEM research. We believe that the time has come for SEM software to automate such
methods so that researchers can better understand whether their model fits in data that remain
unobserved when estimating model parameters.

The second approach to addressing the bias-variance tradeoftf is regularization methods that
automatically adjust parameter estimates so that bias (as misfit to the observed data) is increased,
but variance (as nongeneralizability to new data) is reduced. Readers may be familiar with tech-
niques, such as lasso regression, which make use of such estimators. Similar approaches are already
used in multilevel modeling, including MSEM wherein empirical Bayes or shrinkage estimators
are common and used by default to account for uncertainty in higher-level random effects (see
Raudenbush & Bryk 2002). The basic idea with such approaches is that a penalization should be
enacted to account for the tendency for maximum likelihood and similar estimators to overfit to
an observed dataset, and we believe that this should be considered an appropriate way to estimate
structural equation models in most situations (see Jacobucci et al. 2016, Li & Jacobucci 2021). The
realization that researchers must make is that correcting for model complexity and a tendency to
overfit a sample must be recognized outside of mere adjustments to fit indices (e.g., as the CFI,
TLI, and other fit indices do). Instead, this adjustment must also be made to parameter estimates
themselves. In our view, it is now time for SEM software to include (by default) estimators that
take into account the tendency for most methods to overfit parameters to an observed dataset.

By taking advantage of such approaches to model estimation and inference, the SEM com-
munity will go a long way toward addressing some of SEM’s disadvantages compared to machine
learning and artificial intelligence methods. These methods are incredibly effective at prediction
problems, including classification. However, they typically do not offer scientists what they want
most: parsimonious causal explanations of the world, accompanied by estimates of uncertainty
such as confidence intervals. Structural equation models have these qualities, which give them an
advantage over the atheoretical alternatives that dominate other areas of quantitative research.
Science is about more than prediction. Science is about explanation, but this does not mean that
structural equation models and their associated estimators and inferential methods should not take
advantage of developments from prediction-focused fields such as computer science.

Concerns About Causality

The ever-present concern when applying methods like SEM is that the estimated parameters do
not offer a straightforward path to causal inference. This problem in the SEM space is typically
conceived along classic lines as follows: Causality is a natural feature of the world, and research
can uncover causal effects through controlled experiments, but such research designs make it
hard to generalize to real-world situations; conversely, realistic observational designs allow for
generalizable results, but this comes at the expense of strong causal inferences (for examples,
see Scandura & Williams 2000). Resolving the inherent problem of more control versus more
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realism in research design (among other purportedly mutually exclusive study properties) has
been jokingly called “dillemagic” by McGrath (1981, p. 181). However, in our view, this general
approach to understanding causal inference vis-a-vis dilemmatic tradeoffs is outdated and needs
to be revised when thinking about causality and SEM for multiple reasons.

The firstis the possibility of enhancing causal inferences through methods such as instrumental
variable analysis, wherein observational designs with desirable properties (e.g., unobtrusiveness,
large samples, realistic settings) are combined with a randomization device to enhance causal infer-
ence (Antonakis et al. 2010). Related methods, including pre- and postnatural experiments (which
can be seen as types of instrumental variable analysis) and propensity score methods can at least
partially address some of the historical concerns about the observational research designs that are
typically used to collect data in much SEM research.

However, second and more importantly, recent rigorous investigations of what causality is, and
how it should be understood from both scientific and policy perspectives, call into question the
simplistic notions of causal inference on which concerns about research design have historically
been based. Specifically, exemplary work by Cartwright and colleagues (e.g., Cartwright & Hardie
2012, Deaton & Cartwright 2018) has critically interrogated the very notion of evidence (e.g.,
Cartwright 2017, Cartwright et al. 2009), and no strong theory of evidence appears to be in use
in many social scientific and health sciences fields. For example, evidence hierarchies are very
common, but not only are these not a theory of evidence, they often serve to distract us from
the hard work of developing a deep understanding of what should count as evidence and by how
much in a given context for a given purpose. It is this type of consideration—what should count
as evidence here in this context for this specific purpose—that should ground conceptualizations
of evidence and the validity of causal inferences, rather than the general and formulaic approaches
that have historically been used to understand SEM research and its associated conclusions (e.g.,
via conceptions of internal or external validity).

The truth about causality is that although it may be a natural feature of the world, this does not
mean that causal inferences can or should be decontextualized from their domains of application.
For example, an RCT may be able to establish that a causal effect occurred in a given study, but
that does not mean the scientific finding is relevant to a real-world situation in which the study
result will be applied. As Cartwright & Hardie (2012) describe:

You want evidence that a policy will work here, where you are. Randomized controlled trials do not
tell you that. They do not even tell you that a policy works. What they tell you is that a policy worked
there, where the trial was carried out... Our argument is that the changes in tense—from “worked”
to “work” to “will work”—are not just a matter of grammatical detail. To move from one to the other
requires hard intellectual and practical effort. The fact that it worked there is indeed fact. But for that
fact to be evidence that it will work here, it needs to be relevant to that conclusion. To make RCTs
relevant you need a lot more information. (p. ix)

Conversely, we can make the reverse inference about observational data, which are often used
to estimate structural equation models: Although these may not involve forms of controlled ex-
perimentation, this does not mean that they are irrelevant for understanding a given real-world
situation and how to intervene in it. From this perspective, an RCT and an observational SEM
study may be equally relevant or irrelevant for practical action in the world, because practical ac-
tion is always carried out in a given context for a given purpose. Therefore, we recommend that
future work on the issue of causality and inference reconsiders both the critique of observational
structural equation models and the lauding of RC'Ts without deeper considerations of exactly what
the concept of evidence is meant to secure from a practical perspective (for a discussion, see Diener
etal.2022).
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Organizational researchers should not get stuck in the trap of assuming that their goal is to
produce causal inferences that are “true” in an abstract sense. The generalizability of a causal in-
ference is found when it is enacted in a real-world situation and generates one or desired outcomes
after a study has been published and its results are used to guide action (Zyphur & Pierides 2017,
2020a). To this end, future work on SEM and causality should consider how structural equation
models can be applied so that their results can be more easily put into practice to generate bene-
ficial real-world outcomes for individuals and society. This starts with good reporting practices as
we have described, but it also means considering what kinds of problems and contexts a given SEM
study’s results could be profitably applied to, and then describing why and how, rather than using
somewhat simplistic and antiquated notions of validity or evidence that may distract researchers
and practitioners from what makes the research useful. SEM is useful because it is a very gen-
eralizable method, offering many ways to represent and study real-world phenomena. By better
linking SEM data and models to specific potential domains of real-world application, organiza-
tional researchers can maximize the potential benefits and usefulness of their research using the
diversity of modeling and estimation approaches we have described here, all of which fall within
the incredibly powerful modeling framework that is SEM.
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