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Abstract

Some assert that noise (i.e., unwanted variance) is the most neglected yet
most important source of error in judgment. We suggest that this problem
was discovered nearly 100 years ago in the area of personnel selection and
that a century of selection research has shown that noise can be demonstrably
reduced by structuring the process (i.e., decomposing the component parts,
agreeing on standards, and applying those standards consistently) and by
aggregating judgments independently. Algorithms can aid significantly in
this process but are often confused with methods that, in their current form,
can substantially increase noise in judgment (e.g., artificial intelligence and
machine learning).
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Noise: unsystematic
judgment deviation
from a standard; the
variability of error

Judge: person making
a judgment

Disagreement noise:
when judges disagree
with one another

Occasion noise:
when judges disagree
with their own
judgments at different
time points, due to
momentary state at the
time of judgment

Bias: systematic
judgment deviation
from a standard; the
mean of error

INTRODUCTION

In the 1950s, Lasky et al. (1959) conducted a study examining whether experienced psychother-
apists, when compared to hospital staff, made superior judgments about the future adjustment of
psychiatric patients. Their main conclusion was that the ability to predict posthospital adjustment
was unrelated to a staff member’s professional background and training; nurses’ aides and recre-
ation therapists were just as accurate at predicting adjustment as psychologists who had regular
contact with the patients. Although the failure of the psychologists to outperform the rest of the
staff was the main message of the article, buried in the text was the fact that another method of
judgment performed just as well—the physical weight of each patient’s file as measured by a stan-
dard kitchen scale. The heaviness (i.e., thickness) of a patient’s file was, when compared with the
opinions of 21 different psychiatric staff members, just as good a predictor of that patient’s relapse
and readmission to psychiatric care.

Why did the kitchen scale perform as well as the seasoned judgments of experts? A major part
of the answer is that expert judgments are noisy. In a recent book, Kahneman et al. (2021) argued
that decision making researchers have ignored the unwanted variability or “noise” that necessarily
decreases the accuracy of judgments.1 In cases where consensus is desired, judges disagree with
other judges (disagreement noise) and with themselves (occasion noise). Expert assessors of man-
agerial talent, for instance, insist that they can tailor their judgments to specific circumstances,
thus maximizing prediction of success within each organization (e.g., Silzer & Jeanneret 2011).
Analyses of large sets of human judgments made by expert assessors, however, show that simply
using a mechanical model of the assessors’ policies is far more effective than a tailored assessment
for forecasting managerial success (Yu & Kuncel 2022). Thus, predictions based on a model of
assessor judgments acrossmany different organizations outperform the predictions of an expert as-
sessor making organization-specific judgments. Yet, corporations continue to pay large consulting
fees for organization-specific assessments.

Purpose of the Review

In this review, we summarize how industrial-organizational (IO) psychologists have spent the past
100 years developing methods to reduce error in judgments about who will be successful. Hiring
decisions affect the lives of people seeking employment, and they affect the success of organi-
zations making these hiring decisions. Thus, judgments made in this domain can be considered
high-stakes ones. Judgments made in the hiring domain are unique in that they have some stan-
dard of accuracy or success (i.e., candidate success or failure). For many workplace decisions, the
decision maker may never know whether an alternative decision might have resulted in greater
success. This makes employee selection a particularly useful context from which to cull strategies
that might reduce noise in other domains of workplace decision making. By examining how we
have developed methods for reducing noise in these kinds of judgments, we distill general princi-
ples that can generalize to less routine judgments, and those lacking a clear standard for evaluation.
The review focuses on noise reduction in the selection process. We begin by reviewing literature
on judgment bias, and Kahneman et al.’s (2021) recent work on noise as a judgment flaw.Next, we
discuss the limits of intuition and how it adds to the problem of noise. Finally, we highlight princi-
ples that are central to noise reduction in employee selection and discuss barriers to implementing
them broadly.

1Doherty et al. (2021) point out that unwanted variability has been a major focus of Brunswikian research and
social judgment theory since the middle of the twentieth century.
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System 1: intuitive,
automatic system of
processing that is
quick and
resource-conserving

System 2: logical,
deliberative system of
processing that is slow
and resource-
demanding

JUDGMENT

Judgment involves evaluating information with the goal of making inferences. It can be viewed as a
psychological “weighing”of evidence (Hammond et al. 1964). In this view, judgment biases involve
overweighing some pieces of evidence and underweighing, or neglecting, others (Morewedge &
Kahneman 2010). Researchers have catalogued judgment biases (Kahneman et al. 1982, Nisbett
& Ross 1980) estimating that there are approximately 42 (Krueger & Funder 2004), although this
number may vary depending on whether a narrow or broad conceptualization of biases is adopted.
In the hiring context, examples of judgment biases include a tendency to seek confirmatory rather
than disconfirmatory information when interviewing (Dougherty et al. 1994), a tendency to rely
too much on stereotypes in evaluating incumbents for promotion ( Judge & Cable 2004,Marlowe
et al. 1996), and a sensitivity to irrelevant information (Highhouse 1996).

Dual process accounts of judgment posit an intuitive system (System 1) and a deliberative one
(System 2). Although there has been debate around the existence of two modes of processing in
the brain (e.g., Keren 2013), the System 1 and System 2 distinction is a convenient metaphor for
explaining how human judgment becomes derailed (Pennycook et al. 2018). System 1 processing
is intuitive, automatic, and the default mode. System 2 processing is analytical, deliberative, and
resource-demanding (Evans & Stanovich 2013). The challenge of improving judgment, there-
fore, is to slow down or interfere with System 1 processing. Consider this example item from the
Cognitive Reflection Test (Frederick 2005):

A bat and a ball cost $1.10 in total. The bat costs $1.00 more than the ball. How much does the ball
cost?

People presented with this problem often rely on System 1 processing, giving the first response
that comes tomind (i.e., 10 cents). Further reflection, or System 2 processing, reveals that a 10-cent
ball would result in a total price of $1.20. The correct answer is 5 cents.

Discussions of judgmental biases in decision making often focus on the idea that people are
predictably irrational—given a certain scenario, we can predict that people will behave in a specific
(biased) way. It is also true, however, that individuals may incorporate different biases into their
decision making, resulting in inconsistencies when multiple judges are involved.Where one judge
sees applicants from inferior schools as overachievers who are likely to persevere under duress,
another judge sees them as lacking the pedigree and connections to survive in a highly competitive
business environment. It is therefore inconsistency in the interpretation and treatment of evidence
that is pernicious for judgment.

How Is Judgment Noisy?

Kahneman et al. (2021) distinguish between biased judgments (e.g., judges are too lenient) and
noisy judgments (i.e., judges are inconsistent). A mathematical way of making this distinction is to
view bias as the mean of error and noise as the variability of error. Mean squared error (MSE) is
composed of both bias and noise. The same MSE could be made up of high bias and low noise, or
of low bias and high noise. According to Kahneman et al., the second scenario is more common
in the context of human judgment. This means that judgments are often full of noise that can be
reduced to enhance judgment accuracy. This is another way of saying that reliability puts a ceiling
on validity, and one can improve validity (i.e., predictor—criterion linkage) merely by enhancing
reliability.

Human judgment is notoriously noisy, both between and within people, such that different
judges fail to agree on the relative weight to assign to different pieces of evidence, and people
fail to consistently apply their own values and beliefs in practice. Kahneman et al. (2021) describe
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judgment as composed of two lotteries. The first lottery concerns who is doing the judging
(disagreement noise). The second lottery concerns the state of mind or mood of that judge at
the time of judgment (occasion noise). Every judgment, therefore, involves unwanted variance
between judges crossed with unwanted variance within judges.

Those who have studied generalizability (G) theory (Cronbach et al. 1972) should find familiar
the notion that sources of noise (i.e., unwanted variance) can be isolated. G theory extends classi-
cal test theory to enable simultaneous partitioning of variance in a set of judgments into portions
attributable to unique sources (e.g., across judges, within judges). It provides a kind of microscope
for identifying and comparing the importance of different sources of unwanted variance in judg-
ments. Consider the world of cat shows; owners of different cat breeds offer their pets up to be
judged in the hopes that their cat will win “best of breed” or, better yet, “best of show.” More-
over, serious owners travel from show to show so that they can one day boast of owning a grand
champion cat. The cat show world has judges who specialize in evaluating things such as the cat’s
physical structure, coat, and poise.These judges travel throughout the year, often judging the same
cat multiple times. This sets up an ideal situation to examine judgment variance using G theory.
Variance in cat judgments could be decomposed into, for example, variance across attributes of the
cats and cat breeds, variance between judges, and variance within judges across time. Moreover,
one could examine the interactions of these sources of variance. Judges can (and likely do) vary
wildly in their focus on a specific attribute of one specific breed—and it is also likely that they fail
to agree with themselves on different days.

Although the analysis of cat show judges is hypothetical, G theory has been applied to numer-
ous distinct kinds of workplace judgments (e.g., Greguras et al. 2003, Kraiger & Teachout 1990).
These studies show that these judgments are often quite noisy and that aggregating judgments can
significantly reduce that noise. Noise reduction is necessary to generalize judgments to the popu-
lation of interest. One study showed, for example, that only a handful of stakeholders are needed
to arrive at stable judgments of a corporation’s reputation (Highhouse et al. 2009). In contrast,
another study showed that an unusually large number of judges is required to establish stable
population estimates of the riskiness of financial investments (Wang et al. 2022). The common
theme in G theory analyses is that judges vary from one another and from themselves over time.

What Good is Intuition in Judgment?

Anecdotal examples of successful intuition are plentiful. Perhaps the most common example is
that of the chess master who immediately identifies a promising move. Intuitions such as this,
however, involve extensive experience and acquired skill. The conditions necessary for this kind
of expertise are environments that provide high predictability and an opportunity to learn the
rules (e.g., Stewart et al. 1997). Other domains have demonstrated the success of novice intuition,
especially regarding aesthetic judgments (Wilson & Schooler 1991,Wilson et al. 1993). Examples
of good intuition in this research stream, however, often involve anticipation of future pleasure
(e.g., How much will you like this art in the future?).

Intuition is a favorite topic of researchers in the naturalistic decision making (NDM) school
(Klein et al. 1993). This group typically focuses on judgments involving extreme time pressure,
complexity, and crisis. Much of their evidence favoring intuition, however, involves anecdotal
accounts of mission success (Lipshitz et al. 2001). According to Weiss & Shanteau (2021),

[u]nder that [NDM] umbrella is an amalgam of methodologies and techniques, including Recognition
Primed Decision Making, Situation Awareness, and Cognitive Task Analysis. The first is a finding, the
second is a concept, and the third is a methodology. There is no synthesis of these ideas, no testable
theory, nothing we would call scientific; there is only an opposition to the tools and ambitions of
conventional JDM research. (p. 13)
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The management literature on intuition similarly fails to provide testable theory and is often
contaminated by hindsight bias (Dane & Pratt 2007, Salas et al. 2010).

Popular writers like Malcolm Gladwell point to psychological findings demonstrating success-
ful intuition (e.g.,Gladwell 2005).Close investigation, however, usually reveals amisinterpretation
of the original research. A famous example is the perceived efficacy of “thin slicing,” the notion
that people can make accurate predictions based on snap judgments after limited exposure to the
target. When the data are analyzed appropriately, judgments based on thin slices of interviewee
behavior explain 3 to 4% of the variance in future job performance (see Eisenkraft 2013). This is
similar to the most generous estimates of unstructured interviewer performance, which suggest
that unstructured (i.e., traditional) employment interviews explain 4% of the variance in later job
performance (Huffcutt et al. 2014).2

The Holistic School

The holistic school of thought, which is implicit in the use of unstructured interviews and explicit
in the use of executive and special-operations assessment (Hollenbeck 2009, Prien et al. 2003,
Silzer & Jeanneret 2011), is based on the idea that assessment of future success requires accounting
for the “whole” person. Those who adopt the holistic viewpoint believe that expert intuition is
the only way to understand how applicant attributes interact to create a complex prediction of
an equally complex person. This debate predates the clinical versus actuarial debate in clinical
psychology (Meehl 1954). Early IO psychologists debated the merits of generating and combining
objective assessments statistically (Freyd 1925) rather than profiling and diagnosing a candidate
clinically (Viteles 1925). Subsequent research has uniformly supported the statistical argument
(Kuncel et al. 2013, Morris et al. 2015).

Advocates of the holistic school will often retreat to the “combined” (i.e., intuition + analytics)
solution. For instance, NFL analysts condemn coaches who rely exclusively on analytics, argu-
ing that analytics must be tempered by experience-based intuition. The addition of intuition into
the hiring process, however, results in less successful predictions (Dana et al. 2013, Highhouse &
Kostek 2013, Kausel et al. 2016, Kuncel et al. 2013). The earliest study to compare scores alone
against scores plus assessor tinkering was conducted by T. R. Sarbin, who followed 162 incoming
first-year students at the University of Minnesota in 1939. Sarbin (1943) found that admissions
officers, who conducted early interviews and had access to all standardized test and high school
performance data, did significantly worse in predicting first-year success than a simple (aptitude
test score + high school rank) formula. Kuncel et al.’s (2013) meta-analysis showed that simple
(i.e., additive) combinations of objective predictors consistently and overwhelmingly outperform
predictions of assessors who have access to the same scores on the same predictors. Ameta-analysis
of executive assessment in the field showed that general mental ability (GMA) scores alone outpre-
dicted holistic judgments that included the GMA scores along with other considerations (Morris
et al. 2015).

The numerous problems with the assumptions behind the holistic school have been detailed
elsewhere (Dawes et al. 1989, Highhouse 2008, Highhouse & Brooks 2017, Kuncel & Highhouse
2011, Ruscio 2003) and are summarized in Table 1. The data on this matter are clear; intuition

2Note, however, that criterion-related validities can be obtained only for interviews that have some sort of
score associated with them. It is reasonable to assume that most unstructured interviews do not involve such
a score, and those that do are likely higher in rigor. As such, the meta-analytic validity of the unstructured
interview should be interpreted as a ceiling. Conway et al.’s (1995) research on the maximal reliability of job
interviews supports this idea.
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Table 1 Assumptions of holistic assessment and the evidence

Assumptions of holistic assessment Evidence
Assessors can intuitively integrate substantial amounts of

information in complex ways.
Simple statistical prediction rules outperform assessors in

almost all cases.
Standardized tests do not predict for applicants who are

educated and have reached a higher level of management.
Standardized tests predict well at the executive level and appear

to be even more predictive of success in jobs of high
complexity and autonomy.

Some people are better than others at making intuitive
predictions of human performance.

There is no evidence of expertise in the prediction of human
performance.

Holistic evaluations account for important aspects of the
candidate that are ignored by decomposed methods.

Decomposed judgments outperform holistic assessments, and
idiosyncratic cues are more likely to dilute than to enhance
predictions.

Organizations have unique cultures, and assessments must be
tailored to each job setting.

Evidence for local validities has been discredited, and the
relative validity of cues remains stable across employers.

does not improve workplace judgments of talent. This does not mean, however, that there is no
role for experts in the process of assessment. Experts are necessary for selecting the appropriate
tools, as well as for observing behaviors and structuring the observations. It is in the combination
of assessments and observations that experts run afoul.

REDUCING NOISE

Structuring Judgment

Over the past 100 years, researchers in IO psychology have found that simple things can be done
to enhance the consistency, accuracy, and defensibility of judgments made in a hiring context.
Figure 1, for instance, shows meta-analytic validities (i.e., correlations between interview scores
and later on-the-job performance) for interviews at various levels of structure. Note that the pre-
dictive validity of the interview is enhanced by implementing even minimal improvements in
structure. For instance, interview validity is enhanced by simply decomposing the holistic judg-
ment and having judges make multiple evaluations along pre-established, job-related dimensions
(i.e., going from the traditional unstructured interview to an interview with minimal structure).

Since the time of Meehl (1954) and Raiffa (1968), decision researchers have advocated for
judges to rate targets on multiple dimensions and then amalgamate these decomposed ratings,

Complete structure

More structure

Minimal structure

Traditional interview

Figure 1

Validity of the employment interview at different levels of structure. Relative validities are adapted from
Huffcutt & Arthur’s (1994) meta-analysis of interview validities at various levels of structure for entry-level
jobs.
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usually by summing them (Dawes & Corrigan 1974). Arkes et al. (2006) showed that this method,
when applied to ratings of presentations at a professional convention, resulted in higher inter-
rater reliability (i.e., less disagreement noise) than did holistic ratings. In a follow-up study of
job applicant ratings, Arkes et al. (2010) found that disaggregated ratings were more predictive
of actual choices. Nevertheless, despite the higher quality of decomposed ratings, participants
in Arkes et al.’s study strongly preferred the holistic approach. A general preference for inferior
approaches to judgment is a theme to which we return in the section titled The Problem of User
Resistance to Methods that Reduce Noise.

Figure 1 shows that a substantial further jump in interview validity occurs when the questions
themselves are pre-established and scored on benchmarked answers (i.e., going from minimal
structure to more structure). The highest validity can be achieved by adding the additional struc-
ture of asking applicants the exact same questions without follow-up (i.e., going to complete
structure). Note that the job interview becomes increasingly predictive the more it looks like
an orally administered test. This should not be surprising, as proper tests are chosen based on
job-relatedness, administered in the same way to every applicant, and objectively scored. All these
steps serve to reduce noise in judgments about job applicants. Tests of cognitive ability, emotional
stability, and conscientiousness are predictive of success in almost any job (Barrick &Mount 2009,
Sackett et al. 2022; see also the sidebar titled Getting Real About Effect Size, as well as Figure 2)
and, contrary to popular wisdom, are useful for predicting success in extraordinarily complex jobs
(Barrick & Mount 1993, Hunter 1980, Ones & Dilchert 2009).3

Aggregating Judgments

In a recent Annual Review of Organizational Psychology and Organizational Behavior article,
Gigerenzer et al. (2022) claimed that aggregating judgments from multiple interviewers is coun-
terproductive. According to this logic, if the “best” interviewer goes first, adding a second
interviewer never increases accuracy. Specifically, the authors contend that “[t]he policy impli-
cation is to invest in training an excellent interviewer in each domain, increase their hit rate, and
let them alone make the choice” (Gigerenzer et al. 2022, p. 185). The fundamental problem with
this argument is that it assumes individual differences in interviewer accuracy, something that
has yet to be demonstrated (see Pulakos et al. 1996), and seems highly unlikely given research
in other domains. Moreover, research in social judgment theory (Roose & Doherty 1976) has
demonstrated that composite judgments outperform even the best judge of future talent (see also
Reagan-Cirincione 1994). The idea of investing in one interviewer to improve that person’s hit
rate, at the expense of collecting multiple judgments, is likely to create a dangerous “illusion of
validity” (see Einhorn & Hogarth 1978).

In reducing system noise, Kahneman et al. (2021) emphasized that “aggregation works.” Here,
the authors are referring to the ability of aggregated judgments to substantially reduce noise (not
bias) in the judgment process.Research on forecasting, for instance, shows that combining individ-
ual forecasts reduces errors substantially. In 30 empirical comparisons, Armstrong (2001) observed
that forecasting errors were reduced by an average of 12.5% and ranged from 3 to 24% for equally
weighted combined forecasts.

The most popular high-fidelity simulations for aiding hiring decisions are generally referred to
as assessment centers. They include numerous individual and group managerial simulations, dur-
ing which the applicants are rated on several dimensions (e.g., communication, problem solving,
tolerance for stress). The combination of decomposing observer scores and observing behavior

3Given the lack of correlation between GMA and personality, their combined validities are often substantial
(e.g., Cortina et al. 2000).

www.annualreviews.org • Reducing Noise 525



GETTING REAL ABOUT EFFECT SIZE

Bosco et al. (2015) examined nearly 8,000 effect sizes on the relation of job attitudes and behavioral outcomes. The
authors found that, with rudimentary meta-analytic corrections, one can classify small (25th-percentile) effect sizes
as r = 0.07, medium (50th-percentile) effect sizes as r = 0.16, and large (75th-percentile) effect sizes as r = 0.29.
Figure 2 applies these categories to the current state-of-the-science effect sizes for personnel selection procedures
(Sackett et al. 2022). Each of the predictors shown, except for the traditional job interview, have effect sizes classified
by Bosco et al. (2015, p. 443) as “especially efficacious” (i.e., predictors of behavior with effect sizes greater than
r= 0.22, the 67th percentile). This is notable because the traditional interview is the most commonly used selection
tool, and is often used to simultaneously assess candidate motivation, ability, and culture fit.

Pr
ed

ic
to

rs

Traditional interview

Conscientiousness

Situational judgment test

Assessment center

Cognitive ability test

Work sample test

Structured interview

0.050 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Effect size

67th percentile

Small Medium Large

Figure 2

Effect sizes for common predictors.

across work-related simulations makes assessment centers the gold standard in managerial pre-
diction (Sackett et al. 2017). Ironically, however, one of the assessment-center practices thought
to contribute predictive validity is the assessors’ consensus judgment.

A central piece of the assessment center is the overall assessment rating (OAR). The typical
process involves the following: (a) Assessors observe and rate candidate performance in individual
exercises, (b) they meet and report their preliminary ratings to the group for discussion, (c) they
agree on consensus dimension ratings, and (d) they holistically integrate the dimension ratings
to form a final OAR. Arthur et al.’s (2003) meta-analysis showed that validities of pre-consensus
assessor ratings of specific dimensions by themselves (i.e., organizing and planning, problem solv-
ing, and influencing) were higher than the validity of the OAR.Dilchert &Ones (2009) conducted
a study of assessment-center validity for a large sample of top-level managers, focused on the in-
cremental validity of the OAR over and above measures of GMA and personality as measured
by the Big 5. As Table 2 shows, the OAR had zero incremental validity over tests of cognitive
ability and personality. When the dimension scores were aggregated, however, the assessment
center explained a substantial portion of variance not explained by GMA and personality. That is,
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Table 2 Assessment center increment in validity over general mental ability (GMA) +
personality for three methods of combining dimension scoresa

Method of combination Increment in validity over GMA and personality
Overall Assessment Rating (OAR) 0.00
Average dimension scores 0.09
Optimally weighted 0.12

aThe data are from Dilchert & Ones (2009) two large managerial samples (N = 4,985).

the elaborate consensus rating process was detrimental to the validity of the assessment center.4

This research is an empirical demonstration of Kahneman et al.’s (2021) dictum: “[A]ggregation
works—but only if the judgments are independent” (p. 307). Assessment center practitioners
have been slow to implement this important research and continue to rely heavily on suboptimal
procedures (e.g., Eurich et al. 2009).

Often Ignored Problem of Applicant Noise

Although we have discussed proven processes for reducing noise in judgments about job can-
didates, we must acknowledge that there exists noise on the applicant side as well. Even under
highly structured conditions for evaluation, the job candidates themselves add noise to the judg-
ment process.Variance among job candidates is what makes good selection decisions a competitive
advantage for organizations. Variance among job candidates that is unrelated to job success, how-
ever, constitutes additional noise in the selection system. As Table 3 shows, candidates can have
individual differences unrelated to job success that contribute to test success. These could include
experience taking the kinds of assessments used by the employer, or having dispositions (e.g.,
surgency) that contribute to success in an interview.Other things thatmay cause noise on the appli-
cant side include the applicant’s momentary state (e.g., anxious, tired). The point here is that there
exists a great deal of noise in the selection process, some of which seems uncontrollable. Employ-
ers must do everything possible, therefore, to reduce noise for things that are within their control.
There is a critical need for research examining the effects of reducing noise on the applicant side
of the job interview. We need to know whether things like providing interview questions in ad-
vance of the structured interview or allowing for repeated administration of asynchronous video
interviews enhance validity by reducing interviewee noise. This idea runs counter to traditional
concerns over question sharing or interview preparation as potential enemies of validity.

Table 3 Sources of job candidate noisea

Reasons Example
Permanent and apply widely A candidate is test savvy or good at outguessing items or questions.
Permanent and specific to the situation A cheerful candidate may be more socially adept in interpersonally based assessments.
Temporary and apply widely The candidate is tired or not feeling well.
Temporary and specific to the situation The candidate may be slow to pick up idiosyncratic instructions.
Due to administration or scoring There is a lack of standardization of time limit or scoring.
Chance The candidate happens to be lucky.

aThis table is adapted from Guion (2011).

4This does not imply that the consensus discussion itself is bad. Research has shown that the process of
reaching consensus can result in better forecasts (Dezecache et al. 2022). The important thing is that the
post-consensus ratings be made independently and combined mechanically.
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The Problem of User Resistance to Methods that Reduce Noise

People who make judgments for a living want to appear competent. Methods that reduce noise
in judgment undermine the appearance of competence (Arkes et al. 2007, Diab et al. 2011, Nolan
et al. 2016). Arkes et al. (2007) found that physicians who used a computer-assisted diagnostic
decision support system to determine the need for an ankle X-ray were consistently rated as
less competent than those who did not. Similar findings occur in the employment setting, as
assessors who mechanically combined scores from paper-and-pencil employment tests and a
structured interview were viewed as more lazy, less personable, and less competent than assessors
who holistically combined the scores (Diab et al. 2011). Research has also found that retail store
supervisors assigned more relevance to candidate personality and intelligence scores when these
scores were derived via a face-to-face interview than with paper-and-pencil tests (Lievens et al.
2005). It is no wonder, therefore, that professional assessors resist implementing steps to reduce
noise in the system.

Structuring and decomposing judgments into dimensions (i.e., rating structured dimensions as
opposed tomaking one holistic judgment) is also uncomfortable for judges.Employer resistance to
interview structure is well-documented (Chapman & Zweig 2005, Highhouse et al. 2017, Lievens
&DePaepe 2004,Nolan&Highhouse 2014,Van der Zee et al. 2002).Nolan&Highhouse (2014),
for example, found that the more an interview is structured, the more an interviewer’s sense of au-
tonomy is threatened. Arkes et al. (2006, 2010) found that decomposed ratings were more reliable
than holistic ratings, but that people far preferred the holistic method of judgment. The authors
found some evidence to suggest that holistic ratings allowed people to factor in dimensions that
are not accounted for in the decomposed approach.That is, it is easier to “game” the rating system
with holistic ratings (Arkes et al. 2010).Whatever the reasons, methods that are proven to reduce
noise in judgments are also methods that are uncomfortable for those making the judgments.

A quite active area of research has been focused on overcoming resistance to noise reduction
strategies in employee selection (see Neumann et al. 2021 for a review). It is too early to provide
recommendations for practice, but it seems clear that persuading employers to use more effec-
tive strategies is aided by providing standards against which they can compare evidence of validity
(e.g., Childers et al. 2022, Highhouse et al. 2017, Zhang et al. 2018), and by enhancing user per-
ceptions of autonomy (e.g., Dietvorst et al. 2018, Lievens & De Paepe 2004, Nolan & Highhouse
2014).

What About Algorithms?

According to Britannica (https://www.britannica.com), an algorithm is a “systematic procedure
that produces—in a finite number of steps—the answer to a question or the solution of a problem.”
Under this definition, an algorithm can be an average of ratings made by one judge across a set
of decomposed attributes. Alternatively, it could be an average rating of multiple assessors for an
individual candidate in an assessment center. An algorithm could also be a prediction, derived from
a statistical combination of predictors (e.g., ratings and tests). Algorithms are good. Algorithms
reduce noise. Algorithms result in better judgments.

The problem is, however, that algorithms have come to mean many things, including artificial
intelligence (AI), machine learning, and data mining (Kosinski et al. 2016). As Gigerenzer et al.
(2022) noted, scraping substantial amounts of data from applicants’ social media accounts for the
purpose of producing machine-learning-based algorithms will result in noisy hiring judgments
that are unlikely to surpass the efficacy of quite simple judgment rules (e.g., hire the candidate
highest in job knowledge). Narayanan (2019), for instance, found that AI was no better than more
transparent linear regression models for predicting social outcomes.

528 Highhouse • Brooks

https://www.britannica.com


Mechanical
combination:
combining numerical
ratings of multiple
dimensions or
assessments based on a
predetermined rule or
formula

Recall that Yu & Kuncel (2022) found that a model of the typical assessor outpredicted the
assessors on which themodel was based.As we argued, this is because themodel (i.e., an algorithm)
reduced the noise that was inherent in the judgments of the executive assessors.Because algorithms
are often developed to mimic humans, however, they may preserve or even amplify the systematic
bias of the humans on which they were developed. Amazon famously halted development of a
hiring algorithm because it penalized resumes that mentioned the word “women” (Logg 2019).
Attempts to develop algorithms devoid of demographic information are extremely difficult, as
proxies for this information can exist in the form of things like names and zip codes (Caliskan
et al. 2017).Despite this problem,people perceive algorithms to be less biasedwhen they anticipate
being discriminated against ( Jago & Laurin 2022).

Accuracy of judgment in hiring comprises the following four steps: (1) identifying job re-
quirements, (2) identifying the knowledge, skills, behaviors, and temperaments associated with
success in completing those job requirements, (3) identifying standardized methods for assessing
those things, and (4) combining those assessments in a consistently job-related way. Algorithms
allow one to achieve Step 4. Unfortunately, many of the AI and machine-learning-based forms of
selection too often skip Steps 1 through 3 (Tippins et al. 2021).

CONCLUSION

Good hiring is done by assessing what is knowable at the time of choice, recognizing that the
outcome of the judgment can be influenced by many things outside of the employer’s control.
Identifying talent involves limiting the error in judgment that can be controlled. As we have ar-
gued, the largest and most controllable source of error is noise. Despite the critical role of noise in
making accurate judgments, Kahneman et al. (2021) suggested that noise often goes undiscussed,
often at the expense of judgmental biases. Bias, according to the authors, has a sort of “explanatory
charisma” (Kahneman et al. 2021, p. 369) that is lacking for noise. It is only through a statistical
view of the world, according to these authors, that we can recognize the importance of noise.
This was, incidentally, the argument made in the 1925 Journal of Applied Psychology article, “The
Statistical Viewpoint in Vocational Selection” (Freyd 1925).

As we have argued throughout this review, more than 100 years of research and practice in
employee selection has demonstrated that judgment can be dramatically enhanced by structuring
the process (i.e., decomposing the component parts, agreeing on standards, and applying those
standards consistently) and by aggregating judgments usingmechanical combination.This process
can be applied to other workplace judgments that are not as frequently made and do not have
some standard of accuracy or success (e.g., mergers or acquisitions). Kahneman et al. (2021), for
example, use structuring a job interview as an analogy for how strategic judgments should bemade:
Break down the problem into multiple fact-based assessments, ensuring that each one is evaluated
independently.

Eliminating noise in hiring involves a recognition that identifying the best person for the job is
a probabilistic dilemma in which mistakes will be made. That professional sports teams occasion-
ally draft duds does not invalidate the procedures used to evaluate prospects. Instead, it illustrates
that even the best and most expensive methods of prediction will result in error.We are too quick
to blame the limits of our technology, when uncertainty is inherent in nature (Salsburg 2001). The
relevant question is how many more mistakes would be made if poorer practices were used.
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