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Abstract

This review documents the development of high–bunch charge electron
pulses with sufficient combined spatiotemporal resolution and intensity to
literally light up atomic motions. This development holds promise in com-
ing to a first-principles understanding of diverse problems, ranging from
molecular reaction dynamics and structure-function correlations in biology
to cooperativity in strongly correlated electron-lattice systems. It is now pos-
sible to directly observe the key modes involved in propagating structural
changes and the enormous reduction in dimensionality that occurs in barrier
crossing regions, which is central to chemistry and makes reaction mecha-
nisms transferrable concepts. This information will help direct theoretical
advances that will undoubtedly lead to generalized principles with respect to
scaling relations in structural dynamics that will bridge chemistry to biology.
In this quest, the limitations and future directions for further development
are discussed to give an overview of the present status of the field.
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1. INTRODUCTION

One of the long-standing goals in chemistry is to watch atoms move in real time—to directly
observe the primary events governing chemical processes. This objective requires, in concert,
subangstrom spatial resolution, subpicosecond time resolution, and sufficient intensity to collec-
tively reach sufficient brightness to literally light up atomic motions. This objective has been met
(1–5). We are presently at a major turning point in our ability to atomically resolve structural
dynamics that is akin to the early days of the exploitation of X-ray and electron sources to give us
our first atomically resolved static structures.

To get some sense of the promise that lies ahead for this emerging field of atomically resolved
dynamics, imagine being able to watch the nuclear motions through a barrier crossing event. Such
a direct observation captures the key modes involved in propagating the system through the transi-
tion state region—a central concept in chemistry (6–9). Similarly, biological functions are powered
by chemical processes in which the protein structure has been evolutionarily optimized to control
barrier crossing. In this context, static structures are insufficient. There is now an opportunity to
directly resolve the structure-function correlation of biological systems to understand how these
highly evolved structures direct chemical processes. In this respect, there are inherent correlation
length scales and timescales in how proteins coarse-grain sample their potential energy surface
(10–16). From optical measurements, the inherent collective modes of proteins have been shown
to be involved, in which the reaction coordinate of the protein must be treated globally (11, 15,
17–21). One can make qualitative arguments about important structural features in proteins, but it
is essential to directly observe the functional response of proteins at an atomic level to cast out the
topological connection to functionally relevant motions. This objective has been the main driving
force for my group’s research efforts in the development of ultrabright electron sources (21). We
are getting close.

The primary event of interest is the nuclear sampling of a critical point or transition state (the
point of no return) that defines the barrier separating the reactant and product channels (6). As
chemists, we are taught to visualize the relative atomic motions involved in these barrier crossing
events as part of the mechanism-building process to better understand and direct chemistry along
preferred pathways, to control chemistry. I define this to be the chemists’ gedanken experiment.
It is this thought process that binds the different disciplines of chemistry together and provides a
common language. With the advent of ultrabright electron (1, 2, 4, 22) and X-ray sources (5, 23,
24), as well as recent developments with laser plasma sources for X-ray powder diffraction (25,
26), we can now directly watch atomic motions to bring this classic thought experiment into direct
experimental observation.

2. DIRECT OBSERVATION OF THE REDUCTION IN
DIMENSIONALITY DURING BARRIER CROSSING

In terms of advancing the conceptual basis for chemistry, the most important development to
come from this emerging field is to provide a direct observation of the far-from-equilibrium
motions involved in barrier crossing. In this respect, there has been an interesting sleight of hand
done in conventional pedagogical approaches to teaching chemistry. On the one hand, students
are faced with memorizing a large number of standard reaction mechanisms to develop skills
in designing synthetic strategies, whereas on the other hand, transition state theory teaches the
importance of nuclear fluctuations or modes sampling critical points that intersect reactant and
product surfaces. This dichotomy in the teaching of chemistry is worth considering. Each molecule
should have different modal character in sampling barrier regions and should behave differently.
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How is it then possible for chemistry to involve transferrable concepts such as classes of reaction
mechanisms? Moreover, there are so many possible arrangements of the constituent atoms in any
given molecular system of interest that it is remarkable that we can find predictable trends to
reactions at all. For example, for a reaction involving N atoms, of the order of 3N dimensions
are needed to describe all possible nuclear motions in a chemical process. For typical problems of
interest, the total number of possible nuclear permutations approaches astronomical proportions.
Creating a 3N dimensional potential energy surface to describe nuclear motions for systems of
interest (beyond three atoms) is not practical and does not capture the dominant terms in the
many-body potential that leads the system through a chemical passage. The magic of chemistry
is that the overall process reduces to only a few key motions during the defining moments of
chemistry (i.e., during nuclear passage over a barrier separating one stable structure from another).
There is an enormous reduction in dimensionality at the very transition state or critical point in a
reaction coordinate, with a corresponding reduction in complexity in terms of looking for general
trends.

The fundamental problem underlying this apparent conundrum is that we really only have
well-defined structures, and corresponding modes to describe the nuclear fluctuations, at stable
minima. The very act of barrier crossing is a rare event involving far-from-equilibrium motions. At
these points, the potential energy surface no longer corresponds to the harmonic approximations
used to define the vibrational modes and associated motions for a given molecular structure. There
are extremely strong curvatures or gradients in the potential energy surface that strongly mix the
various degrees of freedom in this region. To get some feel for the forces leading to mode mixing
in barrier crossing regions, let us consider the typical potential energy surface shown in Figure 1.
At the minimum describing the stable, long-lived, structures of the reactants, the surface can be
well characterized by a harmonic potential and the different degrees of freedom for the nuclear
motions described by an orthonormal set of vibrational eigenfunctions. If one considers a ball
rolling on such a surface to represent the effective mass for a given heavy mode, there would only
be one frequency of motion uniquely defining each eigenmode. However, let us now consider a ball
moving further along this potential. The ball’s motion would not be defined by a single frequency
or Fourier component but would have to include lower frequencies as the ball experiences different
gradients (which correspond to these curvatures). This simple depiction of anharmonic motions
shows how the various nuclear degrees of freedom become strongly mixed at saddle points in
the many-body potential defining the system. When a spatially extended low-frequency mode is
mixed with a high-frequency mode and vibrational overtones, there is a great deal of localization
of the largest root mean square (rms) atomic motions (27–29). It is this effect that ultimately leads
to localized changes in structure that we call chemistry.

There is still a conceptual problem. This strong mixing between vibrational modes does not
change the dimensionality of the problem. We still have as many degrees of freedom, and again
the question arises as to how chemical concepts can be transferrable to the degree they are. It is
clear the motions become more localized, and it is here that dominant terms in the internuclear
potentials are manifest. For example, to construct the potential energy surface for the molecule
A-B-C, one needs to include not only terms A-B, B-C, and A-C, but also the three-body term within
the potential energy of the corresponding Hamiltonian. More complex systems have higher-order
terms. The bonding for the molecule is composed of all these contributing terms. In all cases,
the bonding of A to B is dominated by its nearest-neighbor interactions and similarly for bonding
B to C. The pairwise terms dominate over higher-order terms within this basis. As the system
samples far-from-equilibrium positions on the many-body potential, and the increased rms atomic
fluctuations become more localized, the relative strengths of the pair-wise terms become manifest,
and one can talk about breaking the weakest bond. It is this feature of reactions that enables
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Figure 1
(a) Schematic of a simple one-dimensional reaction coordinate, highlighting the differences in motions for
an effective mass moving near equilibrium (red ball rolling on the potential energy surface) in contrast to the
highly anharmonic motions for far-from-equilibrium displacements ( purple ball ). This latter displacement
requires the superposition of other frequency components, as seen in the inset, clearly showing the coupling
between high- and low-frequency components for such motion. For real systems, the potential energy
surface will be much more complex, and the transition probability for passage, as well as the strongly coupled
anharmonic motions, needs to be considered. (b) Two-dimensional surface (based on 103) illustrating the
requirement to optically prepare the system under barrierless conditions to enable the observation of the
strongly coupled motions (Q1, Q2) for a given reaction coordinate, in this case for the particular ring
closing/opening reaction using a reduced molecular structure for diarylethene, the photochemical cycling of
which is depicted at the bottom. This surface also shows the effect of a barrier on inferring these relative
motions. The stochastic motion in the nearly flat part of the potential (HT∗ to CI) will be less correlated to
the initial state preparation as the system samples the conical intersection (CI) leading ultimately to product
formation.

synthetic chemists to use trends within assumed reaction mechanisms to provide an educated
guess for constructing a synthetic route.

The time-dependent wave function describing the barrier passage comprises both the electronic
and nuclear terms. For reactions occurring along ground state electronic surfaces, the dynamics
are generally determined by the nuclear fluctuations, with the electrons adiabatically following
this motion. For weakly coupled systems, such as those involved in long-range electron transfer,
the reaction occurs nonadiabatically (30). In either case, the changes in the spatial distribution
of the electron density during this transition from one electronic surface to another rapidly trans-
form the forces involved, in a highly time-dependent manner. There are currently no simple
means to treat the time-dependent structural dynamics and reactive crossing at these points in
nuclear configuration space (31). Moreover, these are rare events that must be triggered to have
any chance of observing them experimentally. The timescales involved are of the order of a few
tens to hundreds of femtoseconds such that femtosecond pump-probe protocols are required to
prepare the system on excited state surfaces that access curve-crossing regions between reactant
and product surfaces (2). It is precisely at the critical point in curve-crossing regions between
excited and ground state surfaces that a breakdown in the Born-Oppenheimer approximation oc-
curs, which leads to the formation of conical intersections between the two surfaces (32–34). At
points at which this approximation breaks down, and an avoided crossing forms, the timescale of
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the electronic coordinate is rate determining. Theoretical treatments of the reaction dynamics in
this region require the highest level of theory, and still electronic correlation effects and other im-
portant contributions to the reaction dynamics involve highly simplified approximations to make
the problem tractable (31–37). New theoretical methods are clearly needed to help understand
the reaction forces in these regions (31, 38). Recent work has been specifically directed to solid
state systems to take advantage of the information forthcoming from atomically resolved structural
dynamics (39, 40).

In this regard, the new ability to directly resolve far-from-equilibrium motions involved in
chemical processes is exciting in that it may soon be possible to experimentally discern trends that
help better rationalize and control chemistry. If we can determine classes of localized fluctuations
or effective modes for a given reaction type, we can gain control over nuclear passage through
the barrier region. More specifically, these projections allow us to determine the structure at
the critical point and think about means to control barrier heights and thereby the chemistry.
There will undoubtedly be a distribution of structures (such that a free energy representation
of the reaction coordinate is more accurate); however, the key modes should be similar for all
approaches to the critical region to enable such a reconstruction. This structural information
is needed to design methods to emulate biology in terms of controlling barrier heights to direct
chemistry. It should be emphasized that the use of reduced dimensionality and propagation of a few
key modes involved in reaction dynamics is a well-known strategy in the theoretical community
to describe the reaction coordinate (32–34, 37). Some may see this as an oversimplification of
the problem, but it turns out, as shown below, that this approach can be experimentally justified.
The issue then comes down to the various approximations in properly capturing the key motions
and the depiction of the reaction coordinate in the theoretical treatment. There is now a direct
experimental method to capture these motions and the reduced dimensionality to rigorously test
theory. The partnership between theory and experiment in this pursuit will surely reveal new
general trends and change the way we think about chemistry.

3. EXPERIMENTAL CHALLENGES

This section gives an overview of the technical advances that made this class of experiments possi-
ble. The work in this area was inspired by initial studies using low-brightness X-ray and electron
sources (2, 41–47). The extraordinary constraints imposed by the samples have greatly limited
the time resolution and problem selection using low-intensity sources. It was the development of
ultrabright electron sources and the means to characterize them that opened up this emerging
field of atomically resolved structural dynamics (4). In this respect, the importance of brightness
to pursue this class of problems has been equally recognized in the development of X-ray free
electron lasers (3, 5, 23). However, only femtosecond time-resolved X-ray absorption/emission
experiments on molecular systems have been reported to date (24). Several hard X-ray diffraction
studies of structural dynamics of chemical interest are currently in progress.

3.1. Optical State Preparation: Triggering Structural Dynamics

To observe the relative atomic motions directing a structural transition from one stable minimum
to another, one must have a means to prepare the system of interest under barrierless conditions
(2) (Figure 1b). If there is a barrier involved that is rate limiting, then the observed structural
changes will reveal only the initial and intermediate states. Stochastic, uncorrelated, fluctuations in
sampling the barrier will wash out the details. As mentioned above, given the timescales involved
in barrier crossing, femtosecond optical excitation methods are required for the state preparation.
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In this regard, there is a limited number of model systems that can be used to form a basis to
develop new chemical concepts. The relevant systems include photoinduced processes such as
bond dissociation, photoisomerizations, proton transfer, and ring closing reactions as examples
of bond breaking, bond formation, and charge transfer systems. The subsequent motions are
followed using pump-probe protocols in which the new feature is that the electron probe pulse is
capable of directly resolving atomic motions. Even within this relatively limited basis, there are
enough systems to keep physical chemists busy for years, but they do not completely represent
the full diversity of chemistry used by synthetic chemists. New methods of initiating chemical
reactions under barrierless conditions need to be developed.

In this regard, an important point about this class of experiments needs to be made. The
very act of photoinitiating a structural change necessarily modifies the sample such that sample
replacement between photoexcitation events is essential. The number of total shots is highly
constrained by the finite extent of precious samples. There are also thermal relaxation issues that
limit the sampling rate. These may seem like trivial experimental details, but these two conditions
put enormous constraints on the brightness of the structural probe. In the most general case, the
brightness must be sufficient to give atomic resolution of the structure of interest in a single shot
at a given probe delay. Otherwise, one simply runs out of sample before achieving sufficient signal
to noise to ascertain the structural changes. It is the finite sample constraints that dictates the
requirements for source brightness.

3.2. Development of Ultrabright Electron Sources for Atomically
Resolved Dynamics

At the outset, there were three major technological challenges with respect to using electrons to
probe structural dynamics of chemical interest with the prerequisite subpicosecond time resolution
and brightness to capture atomic motions. Here, I note that the highest structural resolution per
scattering event is attained with diffraction or reciprocal space imaging. The source brightness
requirements are several orders of magnitude less than real-space imaging, largely because one
samples many orders of magnitude more identically prepared systems in diffraction. This review
thus focuses on femtosecond electron diffraction. In this regard, the main questions of feasibility
were the following:

1. How do we generate electron pulses of >10 A/cm2 peak current density on target with
sufficient spatial coherence (>1 nm) to enable near-single-shot atomically resolved structures
(with regard to finite sample constraints)?

2. How do we fully characterize the electron probe pulses to determine the true time resolution
at the sample position (with <100-μm accuracy) and sub-100-fs time resolution?

3. How do we determine the t = 0 position between the laser excitation and electron probe
pulse to synchronize the movie to correlate the temporal response and attain the highest
possible time resolution to the structural dynamics?

4. Moreover, most chemistry occurs in the solution phase. We can issue a fourth technical
challenge. How can one ever obtain stable liquid flow with path lengths of the order of 100
nm, as required for electron transmission, to probe solution phase chemistry? The liquid
phase is generally thought to be the unique domain of femtosecond X-ray scattering.

The first condition is dictated by the degree of excitation needed (∼10% of the lattice) to get
above background. At this excitation level, as discussed above, most systems are not fully reversible
back to their original state. Either there are irreversible side reactions, or there is crystal damage
that accumulates. This peak current density estimate is based on the requirement of approximately
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104 electrons to obtain sufficient detected diffracted electrons on the relevant 100-fs timescale to
secure a dynamic range of at least 100 within limited sample constraints. At this electron density,
there are significant electron-electron repulsion or space charge effects that will lead to pulse
broadening and loss of spatial coherence; both effects reduce the source brightness. In principle,
it is possible to avoid space charge broadening effects on the electron pulse properties by going to
very low electron densities, and in the ultimate limit, one could adopt statistically only one electron
per pulse to completely avoid space charge broadening effects (48). This approach limits the range
of possible studies to systems capable of rapid sample exchange, such as studies of gas phase systems
using molecular beam methods or simple reversible (heating) effects (49), which need to be clearly
distinguished from net structural transitions or chemical processes. Gas phase samples are currently
limited in time resolution to several picoseconds by velocity mismatch between the optical and elec-
tron pulses (vide infra). With respect to reversible systems, there are no chemically relevant systems
reported to date that are capable of the degree of photon cycling (107–108) required to statistically
be in the single-electron limit with sufficient dynamic range. The technical difficulty is achieving,
simultaneously, space-time resolution in the 100-fs and subangstrom domains to capture the pri-
mary atomic motions directing chemistry. There are important problems extending over different
space-time domains (see 49 for examples of the achieved simultaneous space-time resolution).
Another important consideration is that the incident excitation should not exceed 100 GW/cm2

to avoid multiphoton ionization artifacts and multiple reaction pathways from upper excited states
(50–52). The thicker the sample is, the higher is the incident peak power needed to achieve the same
degree of lattice excitation. This optical damage threshold and complication in state preparation
impose severe constraints on sample thickness such that there are not many differences in sample
requirements for either X-ray or electron diffraction. Multiphoton ionization effects are partic-
ularly a problem for surface studies, especially in reflection geometries, in which surface charge
accumulates in the surface region probed (53–55). In all cases, multiphoton ionization creates
electrostatic fields that change the physics of the structural changes, which needs to be avoided.

Sample limitations are the most difficult aspects of this class of experiments. To put it succinctly,
one needs approximately 100-fold more samples than for typical crystallography experiments, and
the sample thickness must be of the order of a few micrometers or less. These requirements should
give some calibration to the importance of source brightness. In all applications, it is better to use
the brightest electron or X-ray source possible.

The above experimental challenges give some impression of the obstacles that had to be over-
come, primarily due to sample constraints. As discussed below, all the above listed technical
challenges have been solved.

3.2.1. Nonrelativistic electrons. The key turning point in source development came from an
effectively exact numerical solution to electron pulse propagation at the targeted bunch density
for near-single-shot structure conditions (56). Figure 2a shows the main results that provided
the epiphany moment for solving the long-standing space charge problems in electron source
brightness. The rapid evolution in the electron pulse parameters at relatively high bunch density
is evident. There are two solutions that are immediately apparent. One solution is to make the
electron gun as compact as possible (Figure 2b). The other is to deliberately exploit the remarkable
linear chirp that naturally develops with nonrelativistic electrons. This calculation showed that it
was possible to generate near-perfect linear chirp without significant loss in transverse coherence
or spatial resolving power—at the critical electron densities needed for single-shot structure de-
termination. As pointed out in Reference 56, a linear chirp is the simplest time-dependent spatial
correlation to invert for pulse compression. One can even further increase the charge density
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(a) Results from an effectively exact solution to the coupled motions of 10,000 electrons, sufficient for single-shot structure
determination for systems with unit cells of a few nanometers. The initial electron pulse (t = 0 position) replicates the femtosecond
laser pulse used for photoinjection and then rapidly evolves owing to electron-electron repulsion or space charge effects. The key point
is that the space-time correlation is conserved even for this high bunch charge with minimal effects on the transverse spatial coherence.
There are two solutions to high-brightness electron pulses apparent from this calculation: compact electron guns and the use of linear
dispersion elements of the opposite sign to compress the pulse at the sample position. Panel a taken from Reference 56. (b) Schematic
illustration of a compact electron gun design that accommodates 1-cm electron propagation path lengths to realize conditions of the
top right frame (t = 0.2 ns) in panel a. Current versions of compact electron guns are capable of 105 electrons in a 100-fs to 200-fs
pulse (100-μm beam radius) with spatial resolving power sufficient to study the dynamics of unit cells >5 nm.

upon compression by using longer (picosecond) optimized excitation pulses for the photoinjec-
tion. This work helped stimulate a large body of theoretical studies on electron source coherence
and experimental studies that have borne out these findings (57–64). There are now very accurate
numerical and analytical theories for calculating the electron pulse propagation dynamics, as well
as experimental methods for full characterization of the electron pulses and t = 0 position. This
development was essential to advancing electron source brightness.

The first three technical challenges have been met. Based on theoretical modeling, it was
possible to come to a good compromise in electron pulse parameters to open up atomically resolved
structural dynamics in the critical 100-fs to 1-ps time window to directly observe atomic motions.
In fact, the first machines to break the picosecond barrier used compact electron gun designs. This
concept is now capable of 200-fs instrument response functions, with up to 109 electrons/cm2,
on target with sufficient transverse coherence to study unit cells up to 6 nm. This instrument
concept can be advanced by at least another order of magnitude in brightness with improvements
in photocathodes (65) and is currently still on par with other source concepts with respect to
resolving structural dynamics for small unit cells (<6 nm).

The next major advance in electron gun design exploited the linear chip to compress the
pulses. There are several possible electron optical systems that could compensate this chirp (62,
66–69). A particularly elegant solution for high brightness, based on the findings of Reference
56, was developed by the Luiten group (62) using a radiofrequency (RF) cavity to compress the
pulse. This work is similar in concept to Reference 68, except that the system was designed for
high–bunch charge parameters. In principle, RF pulse compression enables an increase in the
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electron bunch density by nearly a factor of 100 over the compact gun design. However, phase
jitter between the RF and the excitation pulse used to trigger the structural dynamics has limited
the instrument response time to a few hundred femtoseconds (70–72), so the effective increase in
brightness is approximately a factor of 10 over compact gun designs. Based on this work, an RF
pulse compression system has been developed at the University of Toronto with a magnetic lens
system to provide the needed spatial coherence at the sample position and spatial point spread
function at the detector plane. The electron pulse propagation dynamics and phase jitter for this
system have been fully characterized (71). The capabilities to fully characterize the electron pulse
were essential in this regard and ultimately led to the first atomically resolved dynamics with 100-fs
time resolution utilizing this concept (22, 73). The time resolution has been further advanced
through the use of a zero-jitter photoswitched streak camera for time stamping and correcting the
RF jitter to 30 fs (74). This electron source concept is now capable of capturing even the fastest
nuclear motions with single-shot capabilities.

The electron source brightness is determined by the source emittance, which determines the
transverse momentum spread in the electron distribution at the sample position. The smaller the
source size, the smaller is the angular spread at the sample, and the more coherent the source will
appear. The challenge is to get as many electrons as possible in a beam with the lowest possible
divergence. This condition defines the source brightness, as for any imaging application. The
lowest transverse energy spread, or emittance, is achieved near the threshold for photoemission,
but this also gives the lowest quantum yield for photoemission, or lower electron intensity. What
are the fundamental limits to electron source brightness? This question has been addressed using
threshold photoionization of Rydberg states of ultracold atoms to serve as a highly coherent
electron source (75–80). This work has pointed out the fundamental limits to source brightness
for nonrelativistic electron regimes. As bright as the electron sources are now, it should be possible
to further increase the electron source brightness by at least two orders of magnitude.

3.2.2. Relativistic electrons. The high-energy physics community has a long history in devel-
oping low-emittance electron sources for applications in particle physics and X-ray generation
(81). However, the potential for using electrons for directly studying structural dynamics was not
appreciated until femtosecond electron diffraction studies of strongly driven phase transitions (1)
demonstrated the importance of high–bunch charge electron pulses to overcome sample limi-
tations. The relativistic electron gun designs typically employ RF cavities to generate extraction
fields that are an order of magnitude larger and correspondingly brighter sources than that possible
with DC extraction fields used for the current generation of nonrelativistic electron guns.

Hastings et al. (82) were the first to demonstrate a relativistic electron source for possible
application in femtosecond diffraction studies. They showed a static diffraction pattern of poly-
crystalline Al obtained with a single subpicosecond electron pulse (2.9 pC, 5.4 MeV). Musumeci
et al. (83) followed this work with a 3.5-MeV source to show single-shot capabilities. The time
resolution was limited to 800 fs by RF timing jitter that can be improved by using deflecting
cavities or with time-stamping methods (84–86). Tanimura and coworkers (87) introduced a pro-
jector lens system similar to that used in commercial transmission electron microscopy (TEM) for
diffraction mode imaging. The quality of the diffraction pattern is dramatically improved, with
time resolution estimated to be of the order of 100 fs.

The above sources do not take full advantage of the reduced longitudinal space charge broad-
ening within the relativistic regime (all electrons travel near c). The residual chirp imposed by the
RF acceleration needs to be compensated to reach the ultimate brightness. The Relativistic Elec-
tron Gun for Atomic Exploration (REGAE) developed in Hamburg in collaboration with DESY
includes an RF rebunching cavity as a key design concept that compresses the electron pulses down
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(a) Photograph of the Relativistic Electron Gun for Atomic Exploration (REGAE) with a schematic illustration of operational
components. For scale, the distance from the radiofrequency cavity/photocathode to the sample is approximately 4 m. (b) One of the
first diffraction patterns from REGAE showing diffraction from polycrystalline Au well beyond 1 Å (denoted by the superimposed
ring). (Inset) The new feature of this relativistic electron gun is the rebunching cavity that is capable of providing up to 107 electrons in
a pulse as short as 7 fs (rms) at the sample position with a transverse spatial coherence of 30 nm, which is sufficient for protein studies.
Inset courtesy of K. Floettman, based on Reference 109. Abbreviations: CCD, charge-coupled device; IR/VIS, infrared/visible; OPA,
optical parametric amplifier; RF, radiofrequency; THG, third harmonic generation.

to the 10-fs regime, with transverse coherence (>20 nm) sufficient for protein studies. Figure 3
shows this system schematically, with the first diffraction patterns obtained during commissioning.
This electron source concept presents the ultimate limit to electron bunch density with current
photocathodes.

The main attraction of relativistic electron sources is the increased penetration depth for
given atomic scattering factors that enables the use of thicker samples, approaching micrometer
dimensions. This latter feature puts relativistic sources nearly on par with femtosecond X-ray
studies in terms of sample requirements.

4. NEW VISTAS FOR ATOM GAZING: FROM TIME-LAPSE
PHOTOGRAPHY TO MOLECULAR MOVIES

This section provides some insight into the types of problems that can now be addressed and
the potential impact in chemistry. The first experiments of chemical interest were confined to
low-brightness sources and gas phase systems (41, 43–46) for rapid sample exchange. The time
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(a) Femtosecond electron diffraction studies of strongly driven phase transitions in Al give an atomic view of
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illustrates that the phase transition involved homogeneous nucleation in which the nucleation size
distribution is of the order of 1 nm at this driving force or excitation conditions. (b) The reduced density
function, G(r), giving the real-space transform of these motions, provides a direct measure of the
time-dependent atom-atom pair correlation function on timescales faster than diffusion could blur out the
details. The higher diffraction orders decayed on a timescale of a few hundred femtoseconds and required
the high time resolution and intensity of this source. Inspection shows that the largest motions involve
transverse displacements as part of the onset to the liquid state. Figure taken from Reference 1.

resolution was ultimately limited by velocity mismatch or transit time differences for the electron
and light pulses through the sample path length (88). The achieved time-resolution limit was per-
fect for resolving fully relaxed transient intermediate structures but not for determining the exact
pathway through a barrier or curve-crossing region in the excited state surface. There are solutions
to this velocity mismatch problem using tilted phase fronts (48), as initially shown in all optical
measurements (89, 90). These pioneering gas phase experiments really pointed out the power of
time-resolved diffraction experiments and are still considered impressive accomplishments given
the very low number density of gas phase molecules.

Figure 4 shows the first experiment with sufficient diffraction orders to fully resolve atomic
motions on the prerequisite subpicosecond timescale to catch the primary motions involved in a
structural transition, faster than collisional processes could wash out the details (1). The trans-
mission mode for diffraction with thin samples (10–100-nm range) was deliberately used to avoid
velocity mismatch limitations to the time resolution. The images shown for polycrystalline Al
are similar to the first grainy photographs recorded at the birth of photography. This figure is
specifically provided to calibrate the reader to the enormous progress made in electron source
brightness over the past 10 years, as discussed below.

These first frames capture the simplest possible structural transition, the act of melting, but
under rather special boundary conditions involved in strongly driven phase transitions. This prob-
lem dates back to the 1930s, involving a debate concerning the onset of the liquid state (91), which
had later ramifications in considering the bound state of matter at extreme pressures and tempera-
tures, as in the interior of planets or stars (92). The ensuing changes in atomic positions following
femtosecond laser-induced superheating (heating rates of 1015 K/s) can be readily observed even
from these grainy first frames without a high level of analysis. At 500 fs, one can see high-order
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diffraction rings, illustrating that Al is still in its nascent FCC lattice. At 1.5 ps, these rings be-
come dimmer as the initially excited electrons lose energy to lattice phonons. The increase in rms
motion of the atoms reduces the lattice coherence and corresponding diffraction, as described
by temperature-dependent Debye-Waller factors. The most astonishing event happens between
2.5 ps and 3.5 ps. There is an incredibly fast lattice collapse in which bonds are broken and the FCC
coordination number goes from 12 to an ensemble average of 10 for the unstructured shell-like
structure of a liquid. From inspection of the real-space transform, it is possible to watch the lattice
literally shake itself apart to form a liquid—at the atomic level. The largest changes involve shear
motions with the collapse of the transverse barrier as part of forming the liquid state. Once reach-
ing the critical point for this degree of superheating, the whole melting process occurred within
1 ps. This timescale has to be fully appreciated. This is 10 times faster than this process could occur
through normal heterogeneous nucleation. Rather than melting from the surface in an outside-in
fashion (heterogeneous nucleation), the system was melting from the inside out. This was the first
atomic view of the long-predicted process of homogeneous nucleation that could be used to test the
accuracy of atomistic molecular dynamics calculations for this process (93). The melting process
was literally occurring faster than the speed of sound and experimentally resolved this old debate.

Most importantly, the fact that the system collapsed to the liquid structure on a 1-ps timescale
has great consequences in understanding nucleation growth under strongly driven conditions.
This timescale showed that the nucleation sites could only be on average approximately 1 nm in
size, involving as few as 10 atoms. This single detail showed how to control nucleation growth
and avoid cavitation-induced shock waves and thermal damage in laser-driven ablation. Based
on this new insight, it was recognized that shock wave–induced damage in laser surgery could
finally be overcome. A picosecond infrared laser tuned to the OH stretch of water in tissue was
specifically developed for laser surgery, taking the above new insight into account to provide the
correct temporal profile to restrict nucleation growth. The ablation process ejects entire proteins
into the gas phase faster than even the collision exchange of the excited water with the protein
(94, 95). This is the first method capable of cutting tissue without scar tissue formation (96). The
promise of the laser for achieving the fundamental (cellular) limit to minimally invasive surgery
has now been achieved (97). This development highlights the importance of this field as even the
first atomically resolved structural transition has already had a significant impact that could well
transform the quality of medical intervention. Generally, it is difficult to trace the thread from
basic science to societal benefits. Here the connection is clear.

Subsequent work in the area has focused for the most part on photoinduced phase transitions.
These include strongly driven phase transitions involved in nonthermal melting, the creation of
states of warm dense matter, and relatively weak perturbations of strongly correlated electron-
lattice systems that give rise to interesting collective phenomena (4). As a representative example
of this latter class of experiments, the photoinduced structural phase transition of TaS2, and the
modulation of the charge density wave, provides a particularly good example of the improve-
ment in source brightness and methodology (see Video 1). The surprise in viewing this structural
change at the space-time limit was that the photoinduced suppression of the charge density wave
(200 fs) and its reformation (picoseconds) occurred at the speed limit and clearly illustrated the
very strong electron-lattice correlation energy involved in directing this highly cooperative many-
body effect (98). This work has been extended to the study of charge density waves in TaSe2, with
improved quality in diffraction using a zero-jitter streak camera for movie-mode data collection
(99, 100). Subsequent studies of other two-dimensional layered materials within the general class
of strongly correlated electron-lattice systems have revealed a wealth of information on the un-
derlying forces leading to structural phase transitions and material properties (101). This general
approach could well provide the defining information needed to understand a host of many-body
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Animation  CLICK  TO VIEW

Video 1
Observation of electron correlation effects and cooperative many-body effects in the formation of charge
density waves in TaS2 (98). To view the video, access this article on the Annual Reviews website at
http://www.annualreviews.org.

problems, from colossal magnetoresistance to high-temperature superconductivity, in that it gives
a direct measurement of the electron-lattice coupling over the relevant timescales and length scale.

From a chemistry standpoint, the real power of high-brightness electron sources has been
recently demonstrated in the study of the photoinduced structural changes in the interesting
organic system EDO-TTF, which can be photoswitched from insulating to metallic properties
(22). The photoinduced structural change is formally a photoinduced charge transfer process
strongly coupled to nuclear modes stabilizing the change in charge distribution (Figure 5). One
of the major experimental challenges for electron probes is to increase the brightness to enable
the study of weakly scattering organic systems that involve more complex structures and much
lower thermal conductivity than previously studied metallic and layered solid state systems. This
work was the first to use the RF pulse compression schemes to open up this class of study. To
avoid thermal accumulation effects, the experiment had to be conducted at a sampling rate or laser
repetition rate of 10 Hz. By direct comparison to higher data-acquisition rates, it was demonstrated
that this study would not have been possible without the increased electron source brightness. The
quality of the resultant diffraction needs to be fully appreciated (compare the images in Figure 5
to those in Figure 4 to see the dramatic improvement in source brightness). There were hundreds
of diffraction orders that went out to better than 0.4 Å to serve as constraints in the inversion to
time-dependent structures (e.g., see figure 2 and supporting online material of Reference 22 in
which the time slices from just a few diffraction orders are shown). The signal-to-noise ratio is
comparable to high-quality, integrated all-optical pump-probe measurements, but with a direct
connection to structure.

The key new insights to come from this atomic-level view of the photoinduced charge transfer
process are shown in Figure 5c,d. In comparing the initial and final static structures for the two
phases of EDO-TTF, one would expect the bending mode of the EDO moiety to be the dominant
mode in sampling the barrier. This motion leads to greater π-π overlap and electron delocalization
in forming conduction bands associated with the metallic state. Although this mode is involved,
there is again a surprise that leaps out at you only when it is possible to see the structural transition
at this atomic level of detail. All reasonable combinations of different modes that connected the
two structural end points were explored through a Pearson correlation analysis. The structural
changes involved only the nearest neighbors in the lattice, based on the correlation analysis and
degree of lattice excitation (measured directly). This highly localized relaxation process is similar
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Figure 5
(a) Molecular structure of EDO-TTF, as the molecular framework of the (EDO-TTF)2PF6 charge ordered system. (b) Representative
diffraction pattern to illustrate the high quality of diffraction, now possible out to better than 0.4 Å (compare these images to those shown
in Figure 4 to see the dramatic improvement in electron sources). (c) Three-dimensional reconstruction of the motion along the three
strongly coupled modes that constitute the structural changes accompanying photoinduced charge transfer. These displacements are
highly correlated and lead the system from the nascent low-temperature (LT) structure to the new structure corresponding to that of the
higher-temperature (HT) form if the system was thermally propagated. The formation of the transient intermediate state (TIS) bridges
the two surfaces. (d ) Schematic depiction of the three strongly coupled modes, ξP (motion of the PF6

− counterion), ξB (ring bending coor-
dinate), and ξF (sliding motion of the rings), with the direction of motion going from the LT to TIS to HT structures shown by arrows and
superposed structures for some sense of animation (see Video 2 based on the analysis of the dynamic diffraction patterns to gain an atomic
perspective on how these strongly coupled modes direct the passage from one structure to another). Figure adapted from Reference 22.

to solvation. All the diffraction orders could be fit by the simple displacement of just three modes:
One was the bending coordinate, but there were two others, a sliding motion of the ring center
of mass and, most important, the motion of the heavy PF6

− counterion. This latter motion was
not expected. In hindsight, this observation can be readily justified. If one considers the local field
created by the photoinduced change in charge distribution, there will be a change in local electric
field that will create a force on the counterion. However, there was an even greater surprise in store.
Close inspection of the different trajectories along the reaction coordinates in Figure 5c shows
that the motions are strongly coupled. The different trajectories appear as shadow projections on
the other two nominally orthogonal coordinates. The motion along these coordinates could have
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Animation  CLICK  TO VIEW

Video 2
Direct observation of the reduction in dimensionality during photoinduced charge transfer for the model
organic system EDO-TTF (22). To view the video, access this article on the Annual Reviews website at
http://www.annualreviews.org.

been anything, but they are obviously very highly correlated (see Video 2 to fully appreciate the
strong coupling of these motions).

This high degree of correlation means that the slowest mode is dominating the overall motion
along the reaction coordinate and slaving the net rms displacements along the higher-frequency
modes by virtue of its induced change in the many-body potential. The slowest mode in this
case is the motion along the PF6

− coordinate. This is a very large ion, and as it moves, there
are clearly steric repulsion terms involved that would lead to a renormalization of the many-
body potential. If higher-frequency modes dominate the reaction coordinate, the slowest mode
would not be able to track these changes in potential energy surface, and the amplitudes and
time course of the displacements would not appear completely correlated as in the present case.
Some may have imagined a frozen time slice in the many-body potential that guides the motions
through the barrier region or structural transition point, but this line of thinking is out. The
importance of the most strongly coupled mode to the reaction coordinate in determining the
barrier crossing rates has long been appreciated (6, 7, 32, 33). This motion generally involves
a strongly damped low-frequency mode. However, the dynamic coupling between this motion
and the other high-frequency modes in reshaping the potential energy surface, and defining the
reaction saddle point, was not. It is this effect that leads to the relatively localized atomic motions
involved in chemistry. Furthermore, this point is important as it is the projection of the key modes
to the reaction saddle point that truly defines the transition state. There will be a large number
of nearly degenerate nuclear configurations that lead to structural transitions. Yet these different
nuclear configurations must have a high degree of similarity as they would all involve the same key
modes in sampling the reaction coordinate, projecting the system over the lowest barrier route.
The structural information of the transition state region is needed to develop rational means to
control barrier heights. This study now provides the experimental tools to directly observe the
key far-from-equilibrium modes to reconstruct these critical points.

The only other study of an organic system that has achieved the necessary space-time resolution
to directly observe the correlated atomic motion through barrier crossing regions is that of the
photoinduced cyclization–ring opening reaction of diarylethene (52, 73). This study really high-
lights the importance of using ultrabright electron sources. This system was specifically designed
to serve as a photochromic material, capable of undergoing over 10,000 photon cycling processes
(102). This system would appear to be a strong candidate for low–electron bunch charge sources or
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even single-electron pulse probes. However, this degree of photocycling is only for low fractional
excitation. At the approximately 10% lattice excitation needed to observe the structural changes
above background, even this system is only capable of approximately 100 photocycles before irre-
versible changes occur, likely owing to side reactions. Again, the importance of high-brightness
electron sources was the key enabling development that allowed these studies.

This system serves as an ideal model for cyclization reactions with conserved stereochemistry.
As in the case of EDO-TTF, there is an enormous reduction in the nuclear degrees of freedom
coupled to the reaction coordinate. Focusing on the ring closing process, the initial motion is
dominated by the bending coordinate around the central bond that involves the whole molecule
with a period of 55 cm−1 (73). This is the key mode that directs the system to the seam in the
reaction coordinate. This displacement brings the two central carbon atoms involved in the ring
closing into close proximity. The question is, how does such a spatially delocalized mode lead
to the highly localized motions needed to close the ring? Again there is a surprise. Rather than
going through what would be considered the classic transition state, which involves a barrier in the
excited state surface (see Figure 1b), there are higher-frequency motions that couple the excited
state surface to the ground state of the ring closed photoproduct state. This strong vibrational
nonadiabatic coupling is difficult to treat theoretically and necessitates the use of truncated model
compounds to gain insight into the process (103). The potential shown in Figure 1b will need
to be modified by higher-level treatments. Experimentally, it was possible to cast out a series
of localized rotational motions that mix to produce the ring closed form. These displacements
occur on a picosecond timescale, involving additional seams connecting the product and ground
state from the excited state, such that the degree of correlation or mode coupling as observed
in EDO-TTF is not so apparent. The ultrafast nature of this process still clearly separates the
possible modes that are involved and highlights the importance of sufficient space-time resolution
to connect the initial low-frequency mode to the localized rotational coordinates (see Video 3 for
the atomic motions involved). This atomic-level view of the cyclization process gives remarkable
insight into the highly reduced dimensionality of the problem and the key modes involved in terms
of directing this process and conserving stereochemistry.

The above examples are for solid state chemistry and are just the beginning. The technology
has now advanced to the stage at which the experiments will only be limited by sample issues.
It will be important to extend this methodology to the gas and solution phases, for the same

Animation  CLICK  TO VIEW

Video 3
Atomically resolved ring closing/bond formation dynamics for diarylethene. To view the video, access this
article on the Annual Reviews website at http://www.annualreviews.org.
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Video  CLICK TO VIEW

Video 4
Real-space in situ observations of nanoparticle motions in liquid (106). To view the video, access this article
on the Annual Reviews website at http://www.annualreviews.org.

system, to isolate the effect of the solvent or intermolecular terms on the reaction coordinate.
This goal is truly one of the main directives of physical chemistry—to come to an atomic-level
understanding of reaction dynamics in the solution phase in which most chemistry and biology
occur. Impressive gains have been made in gas phase studies by increasing the information content
in the scattering process by using laser alignment (104, 105). The solution phase can be considered
to be the most challenging frontier for electron structural probes. This problem has been around
since the development of TEM. The technical issue is that in situ liquid studies require liquid
path lengths from 50 to 300 nm, depending on the electron energy, ideally with flow within high-
vacuum conditions to avoid excessive ambient background electron scattering. The last hurdle to
this problem has been recently solved using Si nanofabrication methods in combination with a
new concept of dynamic stabilization exploiting negative feedback to damp path-length variations
(106). It is now possible to have flow and actively maintain liquid path lengths as short as 45 nm
over window areas specifically designed for optical excitation. With this advance, it is now possible
to use electrons for real-space imaging within a transmission electron microscope and conserve
better than 1-nm spatial resolution (see Video 4). This development promises to open up even
solution phase chemistry to atomic-level exploration, especially used in conjunction with the latest
advances in relativistic and higher energy nonrelativistic electron sources.

One other important area in which the high-scattering cross sections of electron probes have
distinct advantages is in the study of surface reaction dynamics and surface reconstruction (107).
In this domain, the development of nanoemitters for very high spatial coherence (108) holds
great promise in opening up femtosecond low-energy electron diffraction of surface reaction
dynamics. These are inherently single- to few-electron sources, so all the problems in dealing
with irreversible processes enter the discussion. The most attractive feature of these sources is the
high spatial coherence, which may provide details on structural intermediates, not accessible by
any other means.

In closing, it is fair to say that the technical challenges posed for the development of electron
sources have been met. Essentially all of chemistry can now be studied at the atomic level of
inspection over the relevant length scales and timescales. Improvements in source brightness will
continue as needed. However, the development of samples that probe different aspects of chemistry
is the new frontier, as it should be. The future of atomically resolved structural dynamics is bright
indeed.
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