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Abstract

This review article focuses on the understanding of intersystem crossing
(ISC) in molecules. It addresses readers who are interested in the phe-
nomenon of intercombination transitions between states of different elec-
tron spin multiplicities but are not familiar with relativistic quantum chem-
istry. Among the spin-dependent interaction terms that enable a crossover
between states of different electron spin multiplicities, spin–orbit coupling
(SOC) is by far the most important. If SOC is small or vanishes by symmetry,
ISC can proceed by electronic spin–spin coupling (SSC) or hyperfine inter-
action (HFI). Although this review discusses SSC- and HFI-based ISC, the
emphasis is on SOC-based ISC. In addition to laying the theoretical founda-
tions for the understanding of ISC, the review elaborates on the qualitative
rules for estimating transition probabilities. Research on the mechanisms of
ISC has experienced a major revival in recent years owing to its importance
in organic light-emitting diodes (OLEDs). Exemplified by challenging case
studies, chemical substitution and solvent environment effects are discussed
with the aim of helping the reader to understand and thereby get a handle
on the factors that steer the efficiency of ISC.
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Intersystem crossing
(ISC): radiationless
transition between
electronic states with
different spin
multiplicities

Internal conversion
(IC): radiationless
transition between
electronic states with
equal spin
multiplicities

1. INTRODUCTION

For a long time, intersystem crossing (ISC) has been a topic for specialists only.The foundation for
a qualitative understanding of the ISC mechanisms was laid in the 1950s through the 1970s, and
these rules appeared to be sufficient guidance for the design of triplet sensitizers with applications
in photodynamic therapy or as photoinitiators of radical reactions. The first new impetus came
with the advent of femtosecond time-resolved spectroscopic studies showing that ISC may occur
at the picosecond timescale, even in molecules composed of light elements only. Research on the
mechanisms of ISC has experienced a major revival in recent years owing to its importance in
optoelectronics and photonics. Before discussing the theoretical foundations of ISC, I summarize
the recent developments in this fascinating field of application.

Organic light-emitting diodes (OLEDs) are energy-efficient electroluminescent devices ap-
plied in display and lightning technologies. Electrons and holes carry a spin angular momentum
of 1/2. Upon their recombination in an OLED, singlet and triplet excitons are created statisti-
cally at a ratio of 1:3. To achieve an internal quantum efficiency (IQE) of 100%, singlet as well
as triplet excitons have to be harvested. The first generation of OLEDs was based on fluorescent
emitters that exhibit IQEs of 25% at most (1). In all following OLED generations, efficient in-
tercombination transitions between singlet and triplet excited states are crucial (Figure 1).While
green and red phosphorescing OLEDs have become key to today’s display industry (2–6), there
is a strong need for operationally stable blue light OLED emitters with IQEs close to 100% (7).
To impede the degradation of transition metal complexes by dissociative ligand field states, re-
searchers have devised compounds with large ligand field splittings such as cyclometalated carbene
complexes (8–10). Recent years have witnessed rapid progress in the design of OLED materials
based on thermally activated delayed fluorescence (TADF) (11–16). While the overall efficiency
of the TADF process may involve several factors, there is increasing interest in the details of the
donor–acceptor coupling per se (17–19). Hyperfluorescent devices aim to combine high IQE and
durable operational stability by using TADF molecules as assistant dopants to conventional fluo-
rescent emitters (20, 21). Also, phosphor-sensitized fluorescence has been discussed as a means to
improve the IQEs and efficiency roll-offs of OLEDs at high luminance (22–25).

2. QUANTUM CHEMICAL DESCRIPTION

The existing framework of quantum chemistry accommodates ISC in the intermediate regime
between a nonrelativistic and a fully relativistic description of matter. At the nonrelativistic level
of theory, the Schrödinger equation applies, and its eigenfunctions can simultaneously be made
eigenfunctions of the total electron spin Ŝ2

with eigenvalues S(S + 1), classified according to
their electron spin multiplicity 2S + 1. Because the nonrelativistic interaction Hamiltonian does
not contain spin-dependent terms, transitions between states of different spin multiplicities are
strictly forbidden. In relativistic quantum chemistry, S is not a good quantum number and the
definition of electron spin multiplicity is not meaningful, nor does it make sense to distinguish
between multiplicity-conserving [internal conversion (IC)] and -altering (ISC) processes. In the
intermediate coupling regime, electron spin and spatial degrees of freedom can be separated in
first order, and their interaction is treated as a perturbation.

2.1. Spin-Coupling Hamiltonians

To account for spin-magnetic interactions of the electron,Pauli (26) introduced a two-dimensional
matrix representation of spin operators that would later become known as the Pauli spin matrices.
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Figure 1

Exciton harvesting and luminescence mechanisms in different generations of OLED emitters. (a) F-OLEDs employ fluorescent
emitters such as Alq3 or polycyclic aromatic hydrocarbons, here TBPe. Triplet excitons deactivate nonradiatively. (b) Organometallic Ir
or Pt complexes undergo fast and efficient ISC to their lowest triplet states, enabling IQEs close to 100%. (c) TADF-OLEDs exploit
rISC to move the triplet population to the first excited singlet state, which then emits delayed fluorescence. In order for S1� T1 rISC
to be competitive with nonradiative T1 � S0 deactivation to the ground state, the S1–T1 energy gap �EST must be small in
comparison to thermal energies. Typical TADF emitters are metal-free organic donor–acceptor compounds, here 4-CzIPN, or coinage
metal complexes, here Cu(Cz)(DippCAArC). (d) In hyperfluorescent devices, the TADF assistant dopant harvests triplet and singlet
excitons and transfers its excitation energy to the strongly fluorescent acceptor by singlet FRET. Quenching of the luminescence due to
Dexter energy transfer must be avoided. (e) Typically, Ir complexes play the role of exciton harvester in phosphor-sensitized F-OLEDs.
Abbreviations: ACRSA, 10-phenyl-10H,10′H-spiro[acridine-9,9′-anthracen]-10′-one; Alq3, 8-hydroxyquinoline aluminum(III);
Cu(Cz)(DippCAArC), {2-[2,6-bis(propan-2-yl)phenyl]-1,1-diphenyl-1H-isoindole-2-ylidene}(9H-carbazol-9-yl)copper(I); DCM2,
[2-methyl-6-[2-(2,3,6,7-tetrahydro-1H,5H-benzo[i,j]-quinolizin-9-yl)ethenyl]-4H-pyran-4-ylidende]propanedinitrile; F, fluorescence;
FRET, Förster resonant energy transfer; IQE, internal quantum efficiency; Ir(ppy)3, fac-tris(2-phenylpyridine)iridium(III); ISC,
intersystem crossing; NR, nonradiative transition; OLED, organic light-emitting diode; Ph, phosphorescence; Pt(DPIP)(acac),
1,3-imidazo[5,4-b]pyrazin-2-ylidene-κC2, κC2 ′ (2,4-pentanedionato-κO,κO′)platinum(II); rISC, reverse intersystem crossing; TADF,
thermally activated delayed fluorescence; TBPe, 2,5,8,11-tetra-tert-butylperylene; 4-CzIPN, 2,4,5,6-tetra(9H-carbazol-9-yl)
isophthalonitrile.
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Integrals of the matrix vector σ̂ differ from those of the spin operators ŝ by only a factor of
�/2 (27). Spin-magnetic interactions can be introduced into the nonrelativistic Hamiltonian by
replacing the linear momentum operator p̂ with σ̂ p̂. For a free particle, nothing is changed by
this replacement. In the presence of a vector potential eA/c, however, magnetic interaction terms
result (28, 29). Spin-dependent perturbation operators can, of course, be obtainedmore rigorously
by subjecting the four-component relativistic Dirac–Coulomb or Dirac–Breit Hamiltonians to
nonrelativistic transformations (30, 31).

2.1.1. Spin–orbit coupling. Spin–orbit coupling (SOC) is by far themost important of the spin-
dependent terms in the spin-coupling Hamiltonian. Because it is a Hermitian but antisymmetric
operator, it does not have diagonal matrix elements unless spatially degenerate states are involved.
The SOCHamiltonian can step up or step down the total spin angular momentum S by one unit,
or, to be more precise, spin–orbit coupling matrix elements (SOCMEs) vanish unless S − S′ = 0,
±1 and S + S′ ≥ 1 (27).

The Breit–Pauli SOC Hamiltonian consists of one- and two-electron interaction operators
and hence can couple configurations that are singly or doubly excited with respect to one another.
The spin–same- and spin–other-orbit parts are often contracted into a single term that connects
easily to a simplified Hamiltonian in which SOC is considered a sum of magnetic interactions
between effective orbital angular momenta and electron spins:

ĤBP
SO=

e2�
2m2

e c2
∑
i

⎧⎨
⎩

∑
ν

Zν

(
r̂iν
r3iν
× p̂i

)
−

∑
j �=i

r̂i j
r3i j
× (p̂i − 2p̂ j )

⎫⎬
⎭ · ŝi. 1.

In Equation 1, � is the Planck constant h divided by 2π , e is the charge unit, me is the electron
mass, and c is the speed of light. The vector r̂iν denotes the relative position of nucleus ν with
atomic number Zeff

ν and electron i with linear momentum p̂i and spin ŝi. In addition to the one-
electron terms, the SOC operator in Equation 1 contains terms representing the mutual interac-
tions of electrons i and j. The two-electron terms cannot be neglected, but they can be contracted
into effective mean-field operators (32–34), similar to the Coulomb and exchange operators in
Hartree–Fock theory. The Breit–Pauli operator in Equation 1 is well suited for computing SOC
in organic molecules, but it cannot be applied in variational calculations of SOC in heavy-element
compounds because it is unbounded from below.A variationally stable SOCHamiltonian has been
derived, for instance, bymeans of aDouglas–Kroll transformation of theDirac–Breit Hamiltonian
in no-pair approximation (35). Another can be formulated using the zero-order regular approxi-
mation to the Dirac–Coulomb equation (36). Both behave effectively like a 1/r potential close to
a nucleus, but they are rarely employed in practical applications.

The most widespread SOC Hamiltonian is an operator that incorporates the screening of the
one-electron terms due to the two-electron interactions by an effective charge (37, 38). In this
approach, ĤBP

SO is approximated as

Ĥeff
SO =

e2�2

2m2
e c2

n∑
i

N∑
ν

Zeff
ν

r3iν
�̂iν ŝi, 2.

where �̂iν = r̂iν × p̂i/� is the orbital angular momentum and the effective charge Zeff
ν is a semiem-

pirical fit parameter. In conjunction with effective-core potentials (ECPs) for heavy elements, this
fit parameter can become very large because the electron density in the pseudoorbital is very small
close to the nucleus and the interaction strength between �̂iν and ŝi needs to be scaled up. In these
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cases, it is preferable to employ the SOC operators derived from relativistic ECPs (39–41):

ĤECP
SO (ν )=

n∑
i

L−1∑
�=1

2�V�(riν )
2�+ 1

P̂�(i) �̂iν ŝi P̂�(i). 3.

Here, �V�(riν ) denotes the difference of the fully relativistic ECPs for the j = � + 1/2 and
j = � − 1/2 atomic spinors and L is the maximum orbital angular momentum quantum num-
ber employed in the local part of the ECP. The projection operators P̂�(i) ensure that the correct
spin–orbit potential is applied to electrons in orbitals with angular momentum � (42). The use of
these projectors enables the definition of different effective SOC potentials for p, d, and f shells in
one spin–orbit ECP. A spin–orbit ECP on a heavy element can be mixed with other one-center
SOC Hamiltonians, such as atomic mean-field integral approximations on lighter elements (43).

2.1.2. Spin–spin coupling. If first-order SOC is small or vanishes by symmetry, ISC can pro-
ceed by alternativemechanisms such as electronic spin–spin coupling (SSC). In Breit–Pauli theory,
the magnetic dipole interaction of two electronic spins is described by the following microscopic
Hamiltonian:

ĤBP
SS =

e2�2

m2
e c2

∑
i

∑
j �=i

{
−8π

3
δ(r̂i j )ŝiŝ j +

ŝiŝ j
r3i j
− 3

(r̂i j ŝi )(r̂i j ŝ j )
r5i j

}
. 4.

The term containing the δ function describes the spin-magnetic interaction of two electrons lo-
cated at the same point in space and does not have a classical analog. The second and third terms
are the quantum mechanical equivalents of the classical dipolar interaction term. Together, these
terms form a compound tensor operator of rank zero (i.e., a scalar) consisting of a second-rank
tensor with five independent spatial components (i.e., a traceless, symmetric three-by-three ma-
trix) and the two first-rank spin operators, ŝi and ŝ j . Accordingly, SSC vanishes between pairs of
states unless S − S′ = 0,±2 and S + S′ ≥ 2.

Unlike SOC, SSC can mix singlet and quintet states in first order. It has therefore been argued
that SSC is responsible for the deviations from the putative spin statistical limit of 1/9 singlet
quantum yield upon recombination of 1, 3, 5(T. . .T) triplet pair states in several triplet–triplet up-
conversion annihilation systems (44, 45). Furthermore, there are indications that fine-structure
interactions participate in the reverse process, singlet fission, as well (46–48). In the limiting case
where the spin-magnetic interactions of the triplet pair states are larger than or comparable to their
electrostatic splittings, the 1(T. . .T) and 5(T. . .T) states are expected to be mixed by electronic
SSC. Also, second-order SOC to intermediate triplet states might contribute to this multiplet
coupling.

2.1.3. Hyperfine coupling. Magnetic dipole–dipole interactions of the nuclear spin Î and the
electron spin ŝ can couple states of different electron spinmultiplicities as well.They are combined
into the hyperfine interaction (HFI) Hamiltonian

ĤHFI= e2�2ge
4mempc2

∑
ν

∑
i

gNν

{
8π
3

Îν ŝiδ(riν )+ Îν �̂iν

r3iν
− Îν ŝi

r3iν
+ 3

(riνÎν )(riν ŝi )
r5iν

}
, 5.

where mp is the proton mass and ge and gNν
are the electronic and nuclear g factors, respectively.

The first term in Equation 5 represents the isotropic Fermi contact interaction. Because of the
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δ function, this interaction is operative only very close to the nucleus and vanishes for all but s
electrons. The second term is a nuclear spin–electronic orbit coupling term. The expressions de-
scribing the dipolar interactions of the nuclear and electronic spin-magnetic moments (third and
fourth terms in Equation 5) are completely analogous to the electronic SSC terms in Equation 4.
However, the proton massmp is approximately 1,836 times larger than the electron massme, while
the electronic and nuclear g factors are in the same ballpark: ge has a value close to 2.0023, whereas
gNν

is specific for every nucleus. For a proton, it has a value close to 5.5857. Therefore, the con-
stant prefactor, scaling the interactions in Equation 5, is three orders ofmagnitude smaller than the
corresponding prefactor in Equation 4. The effect of the much smaller nuclear magnetic dipole
moments can be partially compensated for by closer spatial proximity. Some authors postulate
that ISC and reverse ISC (rISC) between charge-transfer (CT) states of donor–acceptor com-
plexes are driven by dipolar proton–electron HFIs (49), whereas others suggest that spin–vibronic
interaction of the CT states and close-by locally excited (LE) states mediate ISC and rISC in such
compounds (18, 50–52).

2.2. Transition Probabilities

The solution of the time-independent Schrödinger equation yields stationary states, that is, states
that live forever. To obtain an expression for the probability of transition between two states, one
must take into consideration the time evolution of the state populations. Two major routes can
be followed to achieve this goal: (a) dynamic approaches that explicitly propagate the solutions
of the time-dependent Schrödinger equation in time and (b) static approaches that rest on a
perturbational treatment of the time dependency and determine transition probabilities in the
statistical limit.

In conjunction with ISC, mostly static approaches have been employed owing to the long
timescales of spin-forbidden transitions that can be handled well by perturbation theory but are
cumbersome for nuclear dynamics simulations. Recently, more and more nonadiabatic dynamics
simulations of ISC transitions have been performed (53–59). It is not only the higher availability
of computational power that has led to this evolution. The kinetics scheme of nonadiabatic tran-
sitions involving more than two electronic states simultaneously is very difficult to handle within
a static approach. As I am not an expert in the field of excited-state dynamics of spin-forbidden
transitions, I refer the reader to recent review articles for details on that topic (18, 52). In the
following subsections, emphasis is placed on the static picture.

2.2.1. The Fermi golden rule. Time-dependent perturbation theory employing a time-
independent perturbation yields an equation that is commonly known as the Fermi golden rule
expression for the transition probability of a radiationless transition.Within the framework of the
Born–Oppenheimer approximation, nuclear and electronic degrees of freedom are approximately
decoupled. In a basis of pure-spin Born–Oppenheimer states, the Fermi golden rule expression
for SOC-mediated ISC from an initial vibronic state with electronic singlet wave function �Sa

and vibrational wave function vaj to a triplet state �Tα
b
with fine-structure levels α and a set of

vibrational states {vbk} reads as follows:

kISCab =
2π
�

∣∣∣∣∣
∑
k

∑
α

〈
vbk,�Tα

b
|ĤSO|�Sa , va j

〉∣∣∣∣∣
2

δ(Ea j − Ebk ). 6.

Here, the δ(Eaj −Ebk) term ensures energy conservation.The perturbation theory approach is valid
under the preconditions that the mutual interaction of the electronic states is small compared
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CONDON APPROXIMATION

In the Condon approximation, the transition probability of an energy-conserving nonradiative transition depends
quadratically on a constant electronic coupling matrix element and the overlaps of the vibrational wave functions.
If the initial state is spatially degenerate or a higher-multiplicity state, the rate constants are determined separately
for every component and then averaged.

with their adiabatic energy difference and that the density of final states at the energy of the
initial state is high.Conversely, the Fermi golden rule approximation cannot be applied to ultrafast
nonadiabatic transitions via conical intersection funnels or to systems where interference effects
and recurrences are to be expected. In the latter cases, nonadiabatic nuclear dynamics simulations
are mandatory for solving the kinetic equations.

2.2.2. The Condon approximation. The Condon approximation rests on the assumption that
the electronic coupling strength does not change markedly upon nuclear distortion. Typically, the
minimum geometry of the initial state {Q}0 is chosen as the reference point.The rate in Equation 6
can then be simplified to

kFCISCab =
2π
�

∑
α

|〈�Tα
b
|ĤSO|�Sa 〉

∣∣∣2
{Q}0

∑
k

|〈vbk|va j〉|2 δ(Ea j − Ebk ) 7.

= 2π
�

∑
α

|〈�Tα
b
|ĤSO|�Sa 〉

∣∣∣2
{Q}0

FCWD, 8.

where FCWD stands for Franck–Condon weighted density of final states at the energy of the
initial state (see the sidebar titled Condon Approximation).

2.2.3. Temperature. The possibility of including temperature effects in the rate equations is
crucial for modeling uphill processes, such as rISC from a lower-lying T1 state to the S1 state.
Instead of employing a single initial vibronic state, a Boltzmann distribution of vibrational state
populations in the initial electronic state is assumed. At a temperatureT, the rate constant for rISC
from a triplet state with fine-structure components �Tα

b
and Boltzmann-populated vibrational

wave functions {vbk} to a set of vibronic states with singlet wave function �Sa and vibrational wave
functions {vaj} is given in the Condon approximation by (60)

kFC,T
rISCba

= 2π
3�Z

∑
α

|〈�Sa |ĤSO|�Tα
b
〉
∣∣∣2
{Q}0

∑
k

e
−(Ebk−Eb0 )

kBT
∑
j

|〈va j|vbk〉|2 δ(Ebk − Ea j ), 9.

where kB is the Boltzmann constant and Z =
∑

k
e[−(Ebk−Eb0 )]/kBT is the partition function of the

initial triplet state. The factor 3 in the denominator on the right-hand side accounts for the aver-
aging over the nearly degenerate triplet components.

2.2.4. Beyond the Condon approximation. If direct (i.e., first-order) SOC of two electronic
states is relatively small, the assumptions underlying the Condon approximation have to be ques-
tioned. There are numerous examples where nuclear motion was proven to have a large impact on
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the ISC probability and where the strict separation of electronic and vibrational degrees of free-
dom had to be abandoned in order to obtain meaningful computational results (18). Essentially
two approaches to include the coupling of vibrational and electronic degrees of freedom have been
pursued. Although the theories behind the two approaches fundamentally differ, in practice the
results are very similar.

In Herzberg–Teller (HT)-type schemes of vibronic SOC, formally only the initial and final
electronic states and the corresponding vibrational levels are involved. The first-order SOCME is
expanded into a Taylor series in a set of mass-weighted normal coordinates {Q} about a reference
point Q0. Using the same nomenclature as in Section 2.2.2 and terminating the expansion after
the linear term, one obtains (61)

kFC+HT
ISCab

= 2π
�

∣∣∣∣∣
∑
k

∑
α

〈vbk | 〈�Tα
b
| ĤSO|�Sa 〉

∣∣∣
{Q}0

10.

+
∑
A

∂〈�Tα
b
| ĤSO|�Sa 〉
∂QA

∣∣∣∣∣
{Q}0

QA| va j〉
∣∣∣∣∣∣
2

δ(Ea j − Ebk ),

where A labels the normal modes of the initial state. Squaring yields a pure Franck–Condon (FC)
term, a mixed FC/HT term, and an HT/HT term. HT-type expressions for vibronic ISC rate
constants including temperature effects have been implemented by several groups (62–64). The
derivatives of the SOCMEs in Equation 10 implicitly contain contributions from configuration
interaction with third-party states, making a strict distinction between vibrational spin–orbit and
spin–vibronic couplings difficult.

In addition to second-order SOC, two spin–vibronic coupling Hamiltonians are obtained
which involve nonadiabatic coupling to intermediate states by the nuclear kinetic energy oper-
ator T̂N ; the first one invokes nonadiabatic coupling in the singlet and the second in the triplet
manifold (65). For an Sa� Tb transition, these read as follows:

Ĥ(2)
SO =

∑
c

ĤSO|�Tc 〉〈�Tc | ĤSO

ETc − ESa
, 11.

ĤNAC
SO =

∑
d

ĤSO |�Sd 〉〈�Sd | T̂N
ESd − ESa

+
∑
e

T̂N |�Te 〉〈�Te | ĤSO

ETe − ESa
. 12.

An example of the enhancement of ISC and rISC by nonadiabatic interactions is ACRXTN,
a donor–acceptor assistant dopant composed of a dimethylacridine donor moiety and a xanthone
acceptor moiety arranged perpendicularly (Figure 2). In addition to closely spaced 1CT and 3CT
states, low-lying 1LE and 3LE xanthone states are found (66). In the ground-state geometry [re-
action coordinate (RC) = 0], the states are qualitatively well described by one configuration each.
The 3CT(π ′π∗) and 1CT(π ′π∗) spatial configurations are nearly identical; therefore, the mutual
SOC of the CT states is close to zero. Similar arguments hold for the 3LE(nπ∗) and 1LE(nπ∗)
pair of states. The only appreciably sized singlet–triplet interaction among the low-lying states
connects the 3LE(ππ∗) and 1LE(nπ∗) configurations, which differ by a single excitation. Both the
n and π orbitals, involved in the excitation, exhibit nonvanishing electron density distributions
on the carbonyl oxygen. The course of the SOCMEs along the reaction coordinate, displayed in
Figure 2c, also reveals that the Condon approximation is no longer valid for RC > 0.6. Upon
C=O bond stretch, configuration interaction leads to an admixture of CT and (nπ∗) character
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Figure 2

Vibronically mediated ISC and rISC in the TADF assistant dopant ACRXTN. (a) Chemical structure of ACRXTN. (b) Energy level
scheme illustrating the course of the low-lying CT and LE states upon the C=O bond stretch. The admixture of LE(nπ∗) character
into the T1 and S1 wave functions causes their mutual SOCME to rise (see panel c), thus enhancing the ISC and rISC probabilities
markedly. (c) SOCMEs of the adiabatic states along an interpolated path connecting the 1CT (RC = 0) and the 1LE(nπ∗) minima
(RC = 1). (d) Molecular orbitals involved in the ISC and rISC transitions. Abbreviations: ACRXTN, 3-[9,9-dimethylacridin-
10(9H)-yl]-9H-xanthen-9-one; CT, charge transfer; ISC, intersystem crossing; LE, locally excited; RC, reaction coordinate; rISC,
reverse intersystem crossing; SOCME, spin–orbit coupling matrix element; TADF, thermally activated delayed fluorescence.

in the adiabatic wave functions. The dominant mechanism of ISC and rISC in this TADF assis-
tant dopant, therefore, is spin–vibronic coupling involving two CT states and three LE electronic
states (18, 66).

3. QUALITATIVE RULES

Before it became computationally feasible to evaluate the kinetics of molecular excited-state pro-
cesses by means of quantum chemistry, model theories were established to explain experimentally
observed trends for ISC rate constants and triplet quantum yields. Although the predictions of
these relatively closed mathematical theories occasionally fail due to the complexity of the phys-
ical phenomena and the assumptions and approximations made in their derivation, the analytical
expressions provide valuable qualitative rules for estimating rate constants of ISC processes even
today.

3.1. Electronic Couplings: The Generalized El-Sayed Rule

In his historical papers on the probability of spin-forbidden transitions between states of dif-
ferent multiplicity in nitrogen heterocyclics, El-Sayed (67, 68) formulated the rule that, to first
order, there is no SOC between singlet and triplet states of the same configuration; that is,
〈1(nπ∗ )|ĤSO|3(nπ∗ )〉 = 0 and 〈1(ππ∗)|ĤSO|3(ππ∗)〉 = 0. For the coupling between states of dif-
ferent configurations, he concluded that, for instance, |〈1(nπ∗ )|ĤSO|3(ππ∗)〉|2 is much larger than
|〈1(ππ∗′)|ĤSO|3(ππ∗)〉|2 and, therefore, that 1(nπ∗ ) �3(ππ∗) ISC is much more efficient than
1(ππ∗′) �3 (ππ∗). Today, the International Union of Pure and Applied Chemistry (IUPAC) (69)
has agreed on a more general formulation of the El-Sayed rule, which I extend by four conditions
(see the sidebar titled Generalized El-Sayed Rule).
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GENERALIZED EL-SAYED RULE

The rate of ISC is relatively high if the radiationless transition involves a change of orbital type, provided that:

1. The leading configurations are singly excited with regard to one another.
2. The excitation is local in nature; that is, the two singly excited orbitals exhibit nonnegligible electron density

distributions on the same centers.
3. The local orbital angular momentum � is conserved, and its magnetic quantum number m� changes by 1 at

most:

�� = 0 and �m� =
{
0 unless m� = 0
±1 .

4. The spin multiplicities differ by ±2.

To understand this rule and the conditions under which it applies, let us consider only the
orbitals involved in the transition and an SOC Hamiltonian in its simplest form, that is, a sum
of effective one-electron operators (Equation 2). This operator couples configurations that differ
by exactly one orbital occupation, namely single excitations. Integrals of genuine two-electron
SOC operators that cannot be contracted to effective one-electron terms involve only valence-
shell orbitals (27). Therefore, doubly excited configurations possess small mutual SOCMEs. The
locality condition is derived from the r−3jν dependence of the one-electron interaction. Ideally, the
two atomic orbitals are located at the same center to generate large SOC integrals. Conversely,
SOC between CT and LE states is small.

From the fact that the angular momentum operator �̂ = r̂× i∇ is a purely imaginary operator
and is therefore antisymmetric upon Hermitian adjugation, it immediately follows that �̂ does
not have diagonal matrix elements in a basis of real wave functions. Within a set of Cartesian p
orbitals, nonzero matrix elements are obtained for 〈px|�̂z|py〉, 〈px|�̂y|pz〉, and 〈py|�̂x | pz〉; in other
words, �̂ couples only pairs of p orbitals that are perpendicular to each other. In aromatic organic
molecules, therefore, out-of-plane p orbitals forming the π system are coupled only to in-plane
p orbitals, from which the nonbonding n lone-pair orbitals and the bonding and antibonding σ

and σ ∗ orbitals are built. While p0 = pz is an eigenfunction of the �̂z operator with eigenvalue
m� = 0, linear combinations of px and py form the spherical p functions with eigenvaluesm� =±1;
that is, p±1 = ∓(px ± ipy )/

√
2. Together, these relations translate into the �m� selection rule for

matrix elements of the angular momentum operators applied to p orbitals (Figure 3a). Similar
considerations hold for matrix elements of d orbitals (Figure 3b), which are the major source of
SOC in transition metal compounds. Here, d0 = dz2 is the eigenfunction of �̂z with eigenvalue
m� = 0, d±1 = ∓(dxz ± idyz )/

√
2, and d±2 = ±(dx2−y2 ± idxy )/

√
2. Due to the tensor properties of

�̂ (27), �m� = ±2 is excluded. Note, however, that electronic states of organometallic complexes
typically have multiconfigurational characters. The rules can nevertheless be applied to estimate
the interaction strengths of the leading wave-function components.

The py (n) and px (π ) holes associated with (nπ∗) and (ππ∗) excitations, respectively, are effi-
ciently coupled by the z components of the �̂i operators. To understand why the corresponding
ŝzi operators can couple singlet and triplet spin functions, we need to construct properly anti-
symmetrized two-electron wave functions. The spin part of a two-electron singlet wave func-
tion is given by [α(1)β (2)− β (1)α(2)]/

√
2. Application of ŝz1 to the first term, α(1)β(2), does not

change much, save for multiplication by a constant factor of 1/2.When acting on the second term,
−β(1)α(2), ŝz1 also flips its sign. In total, [α(1)β (2)+ β (1)α(2)]/2

√
2 is obtained, that is, up to a
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a   Prototype of an aromatic ketone b   Linear carbene coinage metal amide

n

pz dz2 dx2–y2dxz dyz dxy

dz2 dx2–y2dxz dyz dxy

py px

pz py px

σ π*

Allowed Δm� = 0 couplings Δm� = ±1 transitions

Figure 3

Illustration of the �m� selection rule. Green arrows represent allowed �m� = 0 couplings; purple arrows, �m� = ±1 linkages.
�m� = ±2 transitions are forbidden. (a) Cartesian p orbitals in a typical aromatic ketone with El-Sayed-allowed orbital couplings.
(b) Cartesian d orbitals in a linear coinage metal carbene complex with El-Sayed-allowed orbital couplings.

factor of 1/2 of the triplet spin function with m� = 0. Similar considerations apply to ŝz2. In sum-
mary, coupling of the singlet and triplet two-electron wave functions is achieved by the combined
actions of �̂z1 ŝz1 + �̂z2 ŝz2.

Nonsymmetric distortions of the molecular frame can break the (local) symmetry selection
rules and mix some σ or n character into π orbitals, and vice versa. Vibronic interactions can
therefore markedly enhance the probability of El-Sayed-forbidden ISC. In view of the El-Sayed
rule, the radiationless S1(nπ∗) � T1(nπ∗) transition of benzophenone, for instance, is not effi-
cient. At first sight, it is surprising that the formation of triplet benzophenone in nonpolar solvents
proceeds at a much higher rate than the El-Sayed-allowed S1(nπ∗) � T1(ππ∗) transition of fluo-
renone (70). Two explanations of the fast and efficient triplet population of benzophenone are at
hand: (a) ISC proceeds in one step from a vibronically coupled S1(nπ∗/ππ∗) state to a vibronically
coupled T1(nπ∗/ππ∗) state, and (b) ISC follows a sequential route involving the T2(ππ∗) state as
an intermediate. Femtosecond time-resolved experiments in the gas phase yield a time constant
of 5 ps for the S1 � T1 transition, but cannot differentiate between the two models (71). Nonadi-
abatic surface hopping simulations are not conclusive, either: While Marazzi et al. (56) favor the
indirect S1 � T2 � T1 mechanism, Favero et al. (57) consider the direct S1 � T1 route the most
important.

3.2. Vibrational Contributions: The Energy Gap Laws

The energy gap laws relate the probability of a unimolecular radiationless transition between an
initial and a final electronic state to their adiabatic energy separation and the relative displacements
of their potential energy surfaces (see the sidebar titled Energy Gap Laws: Limiting Cases). To
simplify the analytic expressions, Englman& Jortner (72) applied a harmonic oscillator model and
assumed that the normal modes and their frequencies are the same in the two electronic states,
except for displacements in the origins of the normal coordinates.
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ENERGY GAP LAWS: LIMITING CASES

For a pair of electronic states whose potential energy surfaces are described by displaced harmonic oscillators, the
probability of a unimolecular radiationless transition (a) decreases exponentially with increasing energy gap in the
weak coupling limit, where the geometric displacement of the two potentials is small, and (b) has a Gaussian-shaped
dependency on the energy gap at standard temperatures in the strong coupling case, where marked displacements
exist in some normal coordinates. In the inverted region, the probability increases with increasing energy gap, runs
through a maximum, and decreases again in the normal region.

3.2.1. The weak coupling limit. The geometric dependency of the transition probability is
often disregarded in the literature. What is commonly known as the energy gap law is an expres-
sion for the probability of a radiationless transition in the weak coupling limit where the relative
geometric displacement of the potential energy surfaces is small (Figure 4a). In this limiting case,
the FCWD decreases exponentially with increasing adiabatic energy separation �E of the two
potential energy surfaces according to (72)

FCWD = 1√
2π�ωM�E

exp
[−γ�E

�ωM

]
. 13.

Here, ωM is the maximal vibrational frequency with nonvanishing displacement �QM, and γ is a
positive parameter that contains the pertinent structural information.
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Figure 4

Coupling cases of radiationless S1 � T1 transitions. (a) The weak coupling limit. The S1 and T1 potentials exhibit small relative
displacements in all normal coordinates {Q}. Significant overlaps between their vibrational wave functions are obtained only for small
singlet–triplet energy separations, �ES1−T1 . The ISC probability decreases exponentially with increasing energy gap. (b) The strong
coupling case. The S1 and T1 potentials exhibit large relative displacements in some coordinates. The ISC probability typically exhibits
a Gaussian dependence on �ES1−T1 − λ, where λ is the reorganization energy in the S1 state. In the inverted region, the probability
increases with increasing �ES1−T1 until a maximum is reached at �ES1−T1 = λ, where the S1 and T1 potentials cross at the S1
minimum. At even-higher-energy separations, the probability decreases in a regular fashion with increasing �ES1−T1 . (c) Second-order
spin–vibronic mechanism. Analytical formulas are not available for this case because it employs more than two electronic states. This
case is typical of an ISC between nested S1 and T1 states mediated by a T2 state that is energetically near degenerate with S1 but
geometrically displaced in some coordinates. Abbreviation: ISC, intersystem crossing.
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For energetically shifted harmonic oscillator potentials with exactly equal vibrational frequen-
cies and vanishing relative displacement of the normal coordinates, the exponential decrease in
the transition probability with increasing �E is intuitively clear because it is easily shown that
the overlap of the corresponding Hermite functions 〈Hn(Q)|H ′m(Q)〉 vanishes unless n = m′. Even
in the case of slightly displaced potentials, it is favorable to employ as few vibrational quanta as
possible for stepping up the ladder to fulfill the resonance condition in Equation 7. This is why
Englman & Jortner (72) focused on the normal modes with maximal frequency in deriving
Equation 13.The fewest-steps rule also qualitatively explains the internal deuterium isotope effect
on the triplet lifetimes of hydrocarbons. The acceptor modes with the highest frequencies, which
act as energy sinks, are C–H stretching modes in these compounds (73). Upon perdeuteration of
the emitter, the maximal vibrational frequencies are reduced by a factor of

√
2, thereby reducing

the probability of radiationless T1 � S0 decay. Perdeuteration of the solvent environment has a
similar impact on phosphorescence lifetimes but is attributed a kinetic origin.

The weak coupling limit is applicable to radiationless transitions between nested states whose
potential energy surfaces do not intersect. Such situations are frequently encountered for singlet–
triplet pair states with similar electronic structures, for example, 1CT �3CT transitions in TADF
OLEDs. As there is no first-order SOC between singlet and triplet states of the same configura-
tion, the electronic coupling term is typically very small, and substantial probability of ISC is
expected only in the limit of diminishing �ES1−T1 . Note, however, that spin–vibronic interactions
can be substantial and may not be neglected in describing the photophysics of donor–acceptor
compounds (18).

3.2.2. The strong coupling case. For pairs of states with unequal electronic structures, pro-
nounced relative displacements are to be expected in some normal coordinates. In this case, termed
the strong coupling case by Englman & Jortner (72), overlaps of Hermite functions with different
numbers of vibrational quanta do not automatically integrate to zero. Close to the intersection
of the potential energy surfaces, the vibrational overlaps become particularly large (Figure 4b),
which is why the transition probability does not monotonically decrease with increasing energy
gap but rather shows a Gaussian-shaped course. Under standard conditions, the mean vibrational
frequency, 〈ω〉 = N−1

∑N
j ω j , is large in comparison to the temperature T, yielding

FCWD = 1√
2πλ�〈ω〉 exp

[−(�E − λ)2

2λ�〈ω〉
]

14.

in the low-temperature regime. Here, λ is the reorganization energy (compare with Figure 4b).
Only in the limit of very high temperatures is normal exponential behavior observed:

FCWD = 1√
4πλkBT

exp
[−(�E − λ)2

4λkBT

]
. 15.

While these rules give good guidance in general, one must be aware that the harmonic model
is completely unrealistic for large energy gaps such as T1 � S0 transitions. Also, the use of the
displaced harmonic oscillator model is questionable if the initial and final electronic states have
different electronic structures. In a more quantitative ansatz, vibrational frequency shifts and rota-
tions among the normal modes can be taken care of by means of a Duschinsky (74) transformation
or similar approaches (75).

4. MODULATION OF INTERSYSTEM CROSSING

Knowing the key factors that control the probability of intersystem crossing does not necessarily
mean that their custom-made modulation is an easy task. Trying to increase the ISC rate constant
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HEAVY-ATOM EFFECT

According to IUPAC (69), the term heavy-atom effect designates the enhancement of the rate of a spin-forbidden
process by the presence of an atom of high atomic number,which is either part of or external to the excitedmolecular
entity.

by chemical substitution effects, such as the replacement of an element by a heavier homolog, for
example, can have many side effects on the electronic structure and the energetics of the excited
states. Also, temperature effects are often not so clear cut, as they not only accelerate or slow down
transitions but also may affect the viscosity of the environment and thereby its ability to adapt to
the altered charge distribution of the solute in the excited state. Direct and indirect effects are
difficult to distinguish, as they come to pass simultaneously. The following subsections briefly
describe the influence of chemical substitution and the molecular environment before discussing
their cooperation in greater detail for two sample applications.

4.1. The Heavy-Atom Effect

Owing to the linear dependence of the one-electron SOC Hamiltonian (Equation 2) on the ef-
fective nuclear charge Zeff

ν and its inverse cubic dependence on the orbital radius (r−3jν ), spin–orbit
coupling constants of atoms strongly increase when moving from left to right or from top to
bottom in the periodic table (see the sidebar titled Heavy-Atom Effect). The screening of the in-
teraction by the other electrons causes the scaling to be less steep than Z4

ν , as may be expected for
H-like atoms and ions, but it is markedly higher than linear (37, 38). This does not necessarily
mean, however, that the SOCMEs of their molecular compounds follow the same trend.

I restrict the following discussion to electronic effects. Kinetic effects, arising, for example,
upon deuteration of a compound, often exert strong influence on the probability of nonradiative
deactivation but usually are not subsumed under the term heavy-atom effect.

4.1.1. Internal heavy-atom effect. The enhancement of intercombination transitions of a
compound owing to the replacement of a constituent element by a heavier homolog is called
the internal heavy-atom effect. In metal–organic complexes of the trivalent ions Al, Sc, Y, La, Gd,
and Lu, for example, phosphorescence quantum yields and triplet lifetimes vary markedly, while
the energetic positions of the fluorescence and phosphorescence levels are nearly unaffected by
the chemical substitution (76). Also, halogenation is known to largely enhance radiative and non-
radiative singlet–triplet transitions. In halogenated aromatic hydrocarbons, the phosphorescence-
to-fluorescence ratios of ππ∗ transitions increase approximately in proportion to the increase in
the square of the SOC constant of the substituent atom (77–79).

The internal heavy-atom effect is not always so clear cut, however. In addition to the mag-
nitude of the SOC constant, indirect effects such as energy shifts or changes in the composition
of the wave functions play important roles and may lead to counterintuitive trends. For example,
in a series of coinage metal complexes, the rate constants of the S1 � T1 ISC and the T1 → S0

radiative decay of the Ag(I) and Au(I) compounds are—despite the larger atomic numbers of the
metal cores—smaller than those of the Cu(I) complexes (52, 80, 81). The origin of this behavior
is the increased metal-to-ligand CT contribution to the low-lying states of the Cu(I) complexes
in comparison to their heavier homologs.
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4.1.2. External heavy-atom effect. An enhancement of singlet–triplet transitions may be ob-
served even for unsubstituted aromatic hydrocarbons if they are embedded in alkyl halide matri-
ces or solutions (82). This effect has been termed the external heavy-atom effect to distinguish
it from the internal heavy-atom effect observed when the heavy atom is chemically affixed to the
molecular skeleton whose intercombinational transitions it perturbs. The effectiveness of the per-
turbation increases in the order Cl < Br � I (79). Despite many efforts to clarify its origin, the
spectroscopic community has not agreed on the underlying reason for the enhanced probability of
spin-forbidden transitions.There are twomain types of interpretations of the external heavy-atom
effect: (a) an exchange interaction model between perturber and luminophore, in which S � T
transition intensity is borrowed from electronic transitions of the perturbing halide (83, 84), and
(b) CT-type mechanisms featuring increased ISC due to donor–acceptor interactions where the
luminophore takes the part of either the donor (79, 85) or the acceptor (86, 87).Exciplex formation
has also been discussed (88).

4.2. Environment Effects

Solvatochromic response of the solute not only tunes the wavelengths of absorption and emission
spectra but also may have a large impact on the rates and even the mechanisms of nonradiative
transitions. Solvent–solute interactions have the power to transform a fluorescent dye into an
initiator of a photochemical reaction or a triplet sensitizer, and vice versa.

4.2.1. Solvent polarity and reorganization. Whether positive or negative solvatochromism
due to a polar medium is observed depends strongly on, among other factors, the magnitude and
the orientation of the solute’s static dipole moments in the ground and excited states. Therefore, it
is not surprising that environment effects are particularly pronounced for CT states. Their emis-
sion spectra are known to be very susceptible to the polarity and viscosity of the surrounding
medium. In the remainder of Section 4.2, it is assumed that geometry relaxation of the solute in
the excited state proceeds at the subpicosecond timescale. Two emission scenarios seem plausible.
First, at short time delays after excitation or in rigid environments, the solvent shell is still adapted
to the charge distribution of the solute in the electronic ground state. The second scenario ap-
plies to longer time delays and less rigid environments. In this case, the solvent molecules can
adjust to the charge distribution in the excited state of the solute. In quantum chemical calcula-
tions, the first scenario can be simulated by the polarizable continuummodel (PCM) (89, 90) or the
conductor-like screening model (COSMO) (91), while for the second scenario, corrected linear
response (92) or state-specific models (93, 94) have to be employed. In femtosecond time-resolved
measurements, solvent reorganization effects become noticeable as time-dependent spectral shifts
of the emission. Even in steady-state spectroscopy, the behavior of a donor–acceptor compound
may fundamentally differ between liquid and frozen polar solvent environments.

The absorption and early emission spectra of donor–acceptor compounds with almost evenly
distributed charge density in the electronic ground state encounter minor solvent shifts with re-
spect to vacuum conditions. A CT transition generates an electronically excited state with large
electric dipole moment that favorably interacts with a polar surrounding. Solvent reorganization
therefore causes a bathochromic shift of the emission (positive solvatochromicity). More inter-
esting is the behavior of solutes with highly polar charge distribution in the electronic ground
state. In the example shown in Figure 5a, the dipole moment of the solute is even reversed upon
excitation. Solutes of this type show negative solvatochromicity (hypsochromic shifts) in absorp-
tion and in emission at short time delays after excitation because of the unfavorable interaction of
the solvent cage with the electric dipole of the solute in the excited state. Solvent reorganization
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Polarity and solvent reorganization effects on charge-transfer transitions of highly polar carbene metal amides. (a) Interaction between
the dipole moments of the solute (white arrows) and the solvent (black arrows) in absorption (left), in emission at short time delays after
photoexcitation (middle), and after solvent reorganization (right). (b) Chemical structure of the linear CAAC-M-Cz complexes.
(c) Solvent effects on the emission properties of CAAC-Cu-Cz in a chlorobenzene solution employing a polarizable rigid (PCM) or
relaxed (cLR) solvent model (81). (d–g) Difference densities (isosurface ±0.002) associated with the S1 and T1 excitations of
CAAC-Cu-Cz. (d) SPCM

1 . (e) TPCM
1 . ( f ) ScLR1 . (g) TcLR

1 . Abbreviations: CAAC, cyclic (alkyl)(amino)-carbene; cLR, corrected linear
response; ES, excited state; GS, ground state; PCM, polarizable continuum model. Panel a adapted with permission from Reference 16,
copyright 2020 American Chemical Society. Panel c adapted with permission from Jelena Föller (81).

stabilizes the charge distribution in the excited state while simultaneously destabilizing the elec-
tronic ground state. The combined effect causes a red shift of the long-time emission wavelength
with respect to the short-time results. Whether the total solvatochromic shift of the steady-state
emission with regard to the vacuum results is positive or negative depends on the details.

Figure 5b depicts examples of compounds with negative solvatochromicity. The electron-rich
carbazolide ligand forms highly polar cyclic (alkyl)(amino)-carbene (CAAC) coinage metal amide
complexes. The neutral CAAC-Au-Cz and CAAC-Cu-Cz complexes are excellent TADF-OLED
emitters in the solid state (15, 95). The rotationally assisted spin-state inversion (RASI) mecha-
nism, suggested by Di et al. (95) to be responsible for the fast ISC and rISC of the complexes, has
attracted particular interest of the scientific community and invoked a series of follow-up inves-
tigations from both experimentalists and theoreticians (15, 52, 81, 96–99). Owing to the strong
immanent electric dipole moments of the complexes, the crystalline state must be considered a
rigid polar environment. Upon excitation to the S1 or T1 state, electronic density is transferred
from the carbazolide to the CAAC ligand (Figure 5d,e). The interligand CT drastically reduces
the magnitude of the electric dipole moment and reverses its direction, resulting in pronounced
blue shifts of the absorption and early emission with increasing solvent polarity (Figure 5c) (15,
81). In liquid solutions, where the solvent environment can readily adapt to the sudden changes of
the solute’s charge distribution, a time-dependent red shift of the S1 emission is observed (15, 95).
Although the RASI mechanism turned out to be an artifact of an unbalanced quantum chemical
description of the S1 and T1 states (96), partially frustrated internal rotation of the carbazolide lig-
and in the S1 potential plays a decisive role in the efficient ISC and rISC in these complexes (52,
97, 98).

4.2.2. Hydrogen bonding. In addition to low-lying singlet and triplet (ππ∗) states, (nπ∗) states
play a decisive role in the photophysics and photochemistry of heteroaromatic organic molecules.
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The nonbonding orbitals n typically reside on unsaturated O or N atoms and are fairly localized,
whereas the π system extends over larger parts of the molecule. The heteroatom carries a partial
negative charge in the ground state. Upon (nπ∗) excitation, the dipole moment is reduced and
interacts less favorably with a polar surrounding than the ground-state charge distribution. Elec-
trostatic interactions with polar media therefore result in hypsochromic shifts of the (nπ∗) vertical
excitation energy. The marked blue shifts of the (nπ∗) states are even enhanced if the solvent can
form H bonds with the unsaturated O and N centers. In mixed heteroaromatic compounds, sol-
vent shifts of (nNπ∗) transitions are typically somewhat smaller than those of (nOπ∗) transitions
(100).

Flavin, the chromophore of the blue light–sensing proteins, does not only experience solvent
shifts of the absorption and emission bands. In a polar protic environment, molecules in the
S1(ππ∗) state no longer have access to the T2(nπ∗) state that mediates the fast ISC passage to
the T1(ππ∗) state in nonpolar environments. Instead, the higher-lying T3(ππ∗) state is stabilized
by electrostatic interactions and the ISC mechanism switches from an El-Sayed-allowed direct
transition to an El-Sayed-forbidden spin–vibronic one (100).

Similar environment effects have been observed in many aromatic ketones (Figure 6a), which
can be regarded as chemical variations of benzophenone. In the more rigid variants, the H atoms
in the 2 and 2′ positions of the phenyl groups are replaced by a covalent linkage, either by a di-
rect bond (fluorenone) or by a bridge formed by –CH2– (anthracenone), –O– (xanthone), –NH–
(acridone), or –S– (thioxanthone). While steric repulsion hinders benzophenone from adopting
a planar configuration, all other compounds in this family have planar electronic ground states.
Their photochemistry and photophysics are shaped by close-lying singlet and triplet (nπ∗) and
(ππ∗) excited states and their interactions with the solvent or matrix environment. The fluores-
cence quantum yield of thioxanthone, for example, varies by three orders of magnitude as a func-
tion of the solvent (109). Polar solvents cause bathochromic shifts of the lowest (ππ∗) states of
the aromatic ketones, whereas the (nπ∗) states are shifted hypsochromically. In many cases, aro-
matic carbonyl compounds fluoresce in polar solvents and do not fluoresce in nonpolar solvents.
This observation indicates that the 1(ππ∗) state is the lowest excited singlet state in polar solvents,
while in nonpolar solvents the 1(nπ∗) state, which has little or no oscillator strength, is lowest in
energy (110). Whether an aromatic ketone is a good triplet sensitizer depends on the energetic
position and the nature of its triplet states.Owing to the stronger exchange interaction of the open
shells in (ππ∗) states versus (nπ∗) states, the T1 states of most compounds are 3(ππ∗) states, except
for benzophenone and anthracenone, which possess T1(nπ∗) states in the crystalline state (111)
and in nonpolar solvent environments (70).

Protic solvents form strong H bonds with the carbonyl O. Interactions of the ether (xanthone)
or thioether bridges (thioxanthone) with proton donors are much weaker (102, 104). H-bond
formation with water molecules at the N–H group of acridone (Figure 6b) appears to have almost
no impact on ISC probability, whereas the changes in the S1–T2 energy gap are very pronounced
in the carbonyl-bonded conformers.Microsolvation experiments in supersonic jets show that two
water molecules are sufficient for a level inversion and a substantial slowdown of the ISC (112).

Despite the fact that the aromatic ketones are composed of light elements only, some group
members exhibit ultrafast ISC (picosecond timescale) with quantum yields close to one (71, 110,
113, 114), while others are strongly fluorescent (70, 112, 115). Internal heavy-atom effects on
the ISC probability are not discernible, because first-order SOC originates predominantly from
n � π interactions of the carbonyl oxygen. It is the intricate competition between different
excited-state decay channels (Figure 6c–g), and the possibility of its modulation by a solvent
environment and the temperature, that has made the aromatic ketones and their photophysics
interesting objects of spectroscopical and quantum chemical investigations.
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Energy level schemes typical of aromatic ketones, illustrating the competition between radiative and nonradiative excited-state decay
pathways. The energetic order of the excited states depends on the chemical composition of the ketone and the environment.
(a) Aromatic ketones susceptible to the polarity and the H-bonding ability of the solvent. (b) Acridone with four H-bonded methanol
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thioxanthone in methanol solution (101, 102, 105). (e) Fast ISC quenches the prompt fluorescence and generates long-lived triplet
molecules with high yield. Phosphorescence is observed at cryogenic temperatures only. The level scheme is characteristic of a triplet
sensitizer, such as thioxanthone (106) or fluorenone (107) in nonpolar environments. ( f ) The 3nπ∗ and 3ππ∗ states of xanthone are
near-degenerate in nonpolar environments (104, 108). The time constants of the phosphorescence emission are strongly temperature
dependent. (g) Level scheme corresponding to benzophenone and anthracenone in cyclohexane (70). ISC in benzophenone is ultrafast
and populates the T1 state of mixed 3ππ∗ and 3nπ∗ character with a quantum yield close to 1 (71). Abbreviations: IC, internal
conversion; ISC, intersystem crossing; rISC, reverse intersystem crossing.

5. CONCLUDING REMARKS

This review aims to provide qualitative insights into themechanisms and efficiencies of ISC.While
SOC-based ISC is clearly the focus, SSC and HFI are described in some detail as well. Not all
aspects of ISC could be addressed in this article, nor are all the facets of ISC that have been
alluded to understood in full detail. In particular, spin–vibronic and solvent relaxation effects in
optoelectronics applications need further attention.

Sample applications are presented and discussed, with particular reference to qualitative rules
and their limitations. Inmany cases, the initial and final electronic states are not the only electronic
states involved in the intercombination transition. Intermediate states can participate actively in
the ISC if they are energetically accessible, or virtually via second-order SOC or spin–vibronic
interactions if they are not. Qualitative rules for estimating the probability of an ISC transition
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on the basis of only the character of the initial and final states should therefore be handled with
great care.

It is often difficult to determine the energetic positions of optically “dark” states by experiment
alone, in particular if they are not the lowest excited states of a given spin multiplicity. Quantum
chemistry has been very helpful in this respect. In addition to providing an overview of the ener-
getic ordering of the excited states and their electronic structures, spectroscopic properties such
as transition probabilities are invaluable for assigning measured spectral signatures and unravel-
ing the complex kinetic schemes of excited-state processes. Computed rate constants of radiative
and nonradiative transitions in principle allow one to discriminate between alternative relaxation
mechanisms and pathways, but the outcome of a simulation can be very sensitive with regard to
energy shifts. The use of high-level electron correlation methods for calculating the potential
energies is therefore mandatory. Ultimately, it is the close collaboration between scientists from
different fields that promotes the understanding of relaxation processes in electronically excited
species.
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87. Minaev BF, Knuts S, Ågren H. 1994. On the interpretation of the external heavy atom effect on singlet–
triplet transitions. Chem. Phys. 181:15–28

88. Shimizu Y, Azumi T. 1982. Mechanism of external heavy atom effect on intersystem crossing in fluid
solutions. Analysis based on fluorescence decay data. J. Phys. Chem. 86:22–26

89. Mennucci B, Cancès E, Tomasi J. 1997. Evaluation of solvent effects in isotropic and anisotropic di-
electrics and in ionic solutions with a unified integral equation method: theoretical bases, computational
implementation, and numerical applications. J. Phys. Chem. B 101:10506

90. Tomasi J, Mennucci B, Cammi R. 2005. Quantum mechanical continuum solvation models. Chem. Rev.
105:2999–3094

91. Klamt A, SchüürmannG.1993.COSMO: a new approach to dielectric screening in solvents with explicit
expressions for the screening energy and its gradient. J. Chem. Soc. Perkin Trans. 2:799–805

92. CaricatoM,Mennucci B,Tomasi J, Ingrosso F,CammiR, et al. 2006.Formation and relaxation of excited
states in solution: a new time dependent polarizable continuum model based on time dependent density
functional theory. J. Chem. Phys. 124:124520

93. Cammi R, Corni S,Mennucci B, Tomasi J. 2005. Electronic excitation energies of molecules in solution:
state specific and linear response methods for nonequilibrium continuum solvation models. J. Chem.
Phys. 122:104513

94. Mewes JM, Herbert JM, Dreuw A. 2017. On the accuracy of the general, state-specific polarizable-
continuum model for the description of correlated ground- and excited states in solution. Phys. Chem.
Chem. Phys. 19:1644–54

95. Di D, Romanov AS, Yang L, Richter JM, Rivett JPH, et al. 2017. High-performance light-emitting
diodes based on carbene–metal–amides. Science 356:159–63

96. Föller J, Marian CM. 2017. Rotationally assisted spin-state inversion in carbene–metal–amides is an
artifact. J. Phys. Chem. Lett. 8:5643–47

97. Thompson S,Eng J,PenfoldTJ. 2018.The intersystem crossing of a cyclic (alkyl)(amino) carbene gold(I)
complex. J. Chem. Phys. 149:014304

98. Eng J, Thompson S, Goodwin H, Credgington D, Penfold TJ. 2020. Competition between the heavy
atom effect and vibronic coupling in donor–bridge–acceptor organometallics. Phys. Chem. Chem. Phys.
22:4659–67

99. Lüdtke N, Föller J, Marian CM. 2020. Understanding the luminescence properties of Cu(I) complexes:
a quantum chemical perusal. Phys. Chem. Chem. Phys. 22:23530–44

100. Salzmann S, Tatchen J, Marian CM. 2008. The photophysics of flavins: What makes the difference
between gas phase and aqueous solution? J. Photochem. Photobiol. A 198:221–31

101. Villnow T, Ryseck G, Rai-Constapel V,Marian CM,Gilch P. 2014. Chimeric behavior of excited thiox-
anthone in protic solvents. I. Experiments. J. Phys. Chem. A 118:11696–707

102. Rai-Constapel V, Villnow T, Ryseck G,Gilch P,Marian CM. 2014. Chimeric behavior of excited thiox-
anthone in protic solvents. II. Theory. J. Phys. Chem. A 118:11708–17

103. Heinz B, Schmidt B, Root C, Satzger H, Milota F, et al. 2006. On the unusual fluorescence properties
of xanthone in water. Phys. Chem. Chem. Phys. 8:3432–39

104. Rai-Constapel V, Etinski M,Marian CM. 2013. Photophysics of xanthone: a quantum chemical perusal.
J. Phys. Chem. A 117:3935–44

105. Torres Ziegenbein C, Fröbel S, Glöß M, Nobuyasu RS, Data P, et al. 2017. Triplet harvesting with a
simple aromatic carbonyl. Chem. Phys. Chem. 18:2314–17

106. Mundt R, Villnow T, Ziegenbein CT, Gilch P, Marian C, Rai-Constapel V. 2016. Thioxanthone in
apolar solvents: Ultrafast internal conversion precedes fast intersystem crossing. Phys. Chem. Chem. Phys.
18:6637–47

107. Soep B, Mestdagh JM, Briant M, Gaveau MA, Poisson L. 2016. Direct observation of slow intersystem
crossing in an aromatic ketone, fluorenone. Phys. Chem. Chem. Phys. 18:22914–20

108. McMorrow D, Wyche MI, Chou PT, Kasha M. 2015. On the dual phosphorescence of xanthone and
chromone in glassy hydrocarbon hosts. Photochem. Photobiol. 91:576–85

www.annualreviews.org • Intersystem Crossing in Molecules 639



109. Dalton JC, Montgomery FC. 1974. Solvent effects on thioxanthone fluorescence. J. Am. Chem. Soc.
96:6230–32

110. Cavaleri JJ, Prater K, Bowman RM. 1996. An investigation of the solvent dependence on the ultrafast
intersystem crossing kinetics of xanthone. Chem. Phys. Lett. 259:495–502

111. Udagawa Y, Azumi T, Ito M,Nagakura S. 1968. Phosphorescence and triplet←singlet absorption spec-
tra of benzophenone crystal at 4.2°K. J. Chem. Phys. 49:3764–71

112. Mitsui M, Ohshima Y, Kajimoto O. 2000. Structure and dynamics of 9(10H)-acridone and its hydrated
clusters. III. Microscopic solvation effects on nonradiative dynamics. J. Phys. Chem. A 104:8660–70

113. Hochstrasser RM, Lutz H, Scott GW. 1974. The dynamics of populating the lowest triplet state of
benzophenone following singlet excitation. Chem. Phys. Lett. 24:162–67

114. Anderson R, Hochstrasser R, Lutz H, Scott G. 1974. Measurements of intersystem crossing kinetics
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