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Abstract

Interaction analysis techniques, including the many-body expansion (MBE),
symmetry-adapted perturbation theory, and energy decomposition analysis,
allow for an intuitive understanding of complex molecular interactions. We
review these methods by first providing a historical context for the study
of many-body interactions and discussing how nonadditivities emerge from
Hamiltonians containing strictly pairwise-additive interactions. We then
elaborate on the synergy between these interaction analysis techniques and
the development of advanced force fields aimed at accurately reproducing
the Born–Oppenheimer potential energy surface. In particular, we focus on
ab initio–based force fields that aim to explicitly reproducemany-body terms
and are fitted to high-level electronic structure results. These force fields
generally incorporate many-body effects through (a) parameterization of
distributed multipoles, (b) explicit fitting of the MBE, (c) inclusion of many-
atom features in a neural network, and (d) coarse-graining of many-body
terms into an effective two-body term.We also discuss the emerging use of
theMBE to improve the accuracy and speed of ab initio molecular dynamics.
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1. INTRODUCTION

1.1. Modeling of Molecular Interactions Involving Water

Water, as the universal solvent and critical compound for sustaining life on Earth, has attracted
a plethora of research efforts targeted toward the understanding of its numerous macroscopic
properties, including its anomalous behavior (1–7) compared with that of other molecular liquids
(8). At the center of these efforts lies the development of atomistic-level models that are used
to simulate the macroscopic properties of aqueous solutions. While first-principles approaches
(9, 10) offer the advantage of transferability among different aqueous systems (e.g., binary mix-
tures, ions, solutes), their computational cost and challenges in theory development for periodic
systems currently prevent the development of a hierarchical approach to systematically increase
their accuracy, as is the case for molecular systems (11, 12). Electron correlation is starting to be
added in periodic molecular dynamics (MD) simulations (13), although at a level that cannot cur-
rently parallel the advances already in place for finite (nonperiodic) systems. An alternative way
to reduce cost lies with not considering the electrons of the system at all, that is, treating the sys-
tem classically. Classical interaction potentials describing interactions between water molecules
were introduced as early as 1933 by Bernal & Fowler (14), but it was not until 1969 and 1971,
respectively, that the first Monte Carlo (15) and MD (16) computer simulations for liquid water
were performed. Since then, the field of classical potential development for water has undergone
a tremendous expansion.

Initially, simpler, rigid, pairwise-additive, effective potentials were developed, and subsequently,
more advanced, flexible, polarizable, many-body models were introduced. In 2002, we explicitly
discussed the classification of models into the previous categories in conjunction to their trans-
ferability for various aqueous environments and advocated their fitting to ab initio electronic
structure results and subsequent simulations based on nuclear statistical mechanical approaches
(17). These ideas laid the foundation for the development of ab initio–based many-body non-
additive potentials both by us (18–20) and by others (21–24). An earlier review (25) presented a
comprehensive account of the progress made during the first 30 years of molecular simulations
for water. For an updated list of existing interaction potentials for water, see Reference 8.

1.2. Types of Intermolecular Forces

Figure 1 shows a schematic of the most common types of forces used to describe interactions
between atoms and/or molecules. Interactions are shown under two main categories: multipolar
interactions and quantum effects. The former arise naturally in classical electrostatics; in other
words, they can be understood without the knowledge of quantum mechanics. The latter consist
of exchange and charge transfer and are quantum mechanical in nature. Exchange is the energetic
penalty associated with enforcing the antisymmetry of an electronic wave function, and as such, it
does not have a classical analog. Charge transfer, in this context, refers to partial charge transfer
resulting from the delocalization of the electronic wave function.

Multipolar interactions can be further categorized into those involving the permanent charge
distribution and those involving mutual polarization. Note that any interaction that depends on
the polarizability will be nonadditive in nature when more than two charge densities are involved.
Electrostatic interactions are the forces originating from permanent charge distributions and are
pairwise additive. These interactions scale as R−(lA+lB+1)

AB , where lA and lB are the order of the two
interacting multipoles.

Induction is the polarization response of one charge distribution to the presence of another,
static charge distribution. Figure 1 shows that A can induce a response in B and B can induce
a response in A. These interactions depend on the polarizability of each molecule. For neutral,
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Figure 1

Common types of intermolecular forces. Ellipses represent the electron density, and dashed lines denote its
deformation due to the interaction. Interactions on the left (multipolar interactions) appear naturally in
classical electrostatics, whereas interactions on the right (quantum effects) are due to the electrons.
Multipolar interactions involve either the permanent charge distribution (dark gray box) or mutual
polarization (green box). Also shown is the nominal scaling of each interaction. In the case of electrostatics,
the scaling depends on the type of interacting multipoles, so that lA and lB are the orders of the multipole
(l = 0 for a point charge, l = 1 for a dipole, etc.).

polar molecules, the induction energy scales as R−6
AB. In the case that either A or B is charged, the

interaction would scale as R−4
AB.

Since both A and B can induce multipoles on one another, it is natural to ask not only about
the interaction of those induced multipoles with a static charge density, which we call induction,
but also about the interaction of those induced multipoles with one another, which we call disper-
sion. The dispersion energy scales as R−6

AB, as is well known from the London dispersion formula
(Equation 6). Note that dispersion is also proportional to the product of polarizabilities, αAαB,
which reinforces the idea that dispersion arises from mutual polarization.

Charge transfer, in the context of intermolecular forces, usually refers to partial charge transfer
between two molecules A and B, arising from the delocalization of electronic wave functions.
Charge transfer can be thought of as an extreme form of polarization, which is most relevant
at short range. Empirically, charge transfer decreases exponentially with distance and, thus, is
significant only at short range, where the charge densities overlap. In this sense, charge transfer
can be regarded as a short-range correction to the polarization energy.

Finally, the exchange interaction is a purely repulsive, quantummechanical, short-range effect,
decaying exponentially with interatomic distance. Exchange is destabilizing because it originates
in the requirement that the electronic wave function be antisymmetric with respect to exchanging
electronic coordinates, which effectively limits the configurational freedom of the system. Even
though the requirement of antisymmetry in the wave function arises from quantum mechanics,
the repulsive nature of the interaction can be understood classically as an enhancement of nuclear
repulsion due to the depletion of electron density between A and B (26). Therefore, just as charge
transfer can be regarded as a quantummechanical correction to the polarization energy, exchange
can be considered a quantum mechanical correction to the electrostatic energy.

Note that the intermolecular interactions we have introduced here are meant to model the
total interaction energies produced by solving the Schrödinger equation when allowing A and B
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to interact. None of the types of interactions described above correspond to physical observables,
as they are used primarily to model the physical components of the total interaction.However, we
discuss various approaches of calculating these terms in ways that match physical intuition and,
more importantly, guide the development of advanced force fields that can reproduce the total
quantum mechanical energies.

1.3. Many-Body Expansion

We have now introduced the various ways that intermolecular forces are typically conceptualized,
emphasizing the role of polarization in creating nonadditive contributions to the interaction en-
ergy. Since the partitioning of the total interaction energy among its various components is not
unique, and even the components under the same name can be defined differently, an alternative
path is to partition a property into its k-body components, where k is the number of bodies (i.e.,
subsystems) that a system can be divided into. That is, one may simply be interested in the to-
tal three-body contribution to the energy, rather than the individual three-body induction and
dispersion energies separately. This partitioning of a property into k-body components can be
accomplished via the many-body expansion (MBE). The MBE allows one to calculate the total
pairwise and the total nonadditive contributions to any property. The earliest study of nonaddi-
tivity in the energy of water clusters is that by Hankins et al. (27), with similar studies following
soon after (28, 29). Those studies calculated the nonadditivity of various configurations of (H2O)3
by subtracting the pairwise interaction energies, �Eij, from the total energy, Eijk, of the system.
Later studies (e.g., 30) expanded the MBE to larger water clusters.

The MBE is a method that enables the calculation of the total k-body contribution to any
molecular property. The MBE of the total energy can be written explicitly for an N-molecule
system as

E (1)
N =

N∑
i=1

Ei − Eref , 1.

E (2)
N =

N∑
i< j

Ei j − Ei − Ej , 2.

E (3)
N =

N∑
i< j<k

Ei jk − Ei j − Eik − Ejk + Ei + Ej + Ek. 3.

Higher many-body terms can be defined analogously. The MBE is in reality just a counting
technique that keeps sets of increasing size balanced at each order, allowing it to be applied to
any molecular property using the above equations. A much more compact form of the MBE,
which expresses the k-body term E (k)

N in terms of the sum of energies of the m-mers with m < k,
appropriately scaled by the number of times eachm-mer will appear in all possible k-mers, is (31)

E (k+1)
N =

k∑
m=0

(−1)m
(
N − k+m− 1

m

) ( N
k−m+1)∑
n=1

E (k−m+1)
n . 4.

This form makes the combinatorial nature of the MBE much more explicit. Although other
choices are possible (32), the MBE is usually utilized in the context where each body or frag-
ment is an entire molecule. Therefore, the one-body term can be thought of as the change of the
intramolecular geometry of a molecule, due to the interaction with another body, relative to the
isolated fragment. The two- throughN-body terms can be thought of as containing the sum of all
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the types of intermolecular interactions discussed in Section 1.2, namely electrostatics, exchange,
induction, dispersion, charge transfer, and the various couplings between these interactions. In the
MBE, the nonadditive contributions to the energetics can be computed without considering the
types of interactions involved (as described above).

1.4. Electrostatic Origin of Many-Body Effects

While it has long been appreciated that many-body corrections to intermolecular forces exist,
it may not be immediately clear how these terms arise from Hamiltonians that contain strictly
pairwise-additive pieces. Consider the usual electronic potential (in atomic units) with electronic
positions ri and nuclear positions Ri:

Ĥel = −1
2
∇2

ri −
∑
i

∑
j

Zi
|Ri − r j| +

∑
i< j

ZiZ j

|Ri − R j| +
∑
i< j

1
|ri − r j| . 5.

Every term in this Hamiltonian is pairwise additive, depending only on the nuclear charges,
Zi, and the nuclear–nuclear, nuclear–electron, and electron–electron distances. How, then, do
nonadditivities arise in intermolecular interactions?

One of the earliest answers to this question came from Fritz London, resulting in what we
now call London dispersion forces. London (33) noticed that if one considers the composite
Hamiltonian of two spherically symmetric atoms, ĤAB

el = ĤA
el + ĤB

el , the electronic spectrum will
result in all states being doubly degenerate because ĤAB

el is block diagonal. Circa 1930, it was
already known that noble gases could interact weakly, resulting in non-ideal-gas behavior, as first
explained by the van der Waals equation of state (34). Therefore, London tried to introduce
interatomic interactions by perturbing ĤAB

el with a Coulomb potential. To make progress, this
perturbation was expanded in powers of 1/RAB, which produces a multipole expansion. When
the analysis is carried out to second order in perturbation theory, a pairwise interaction emerges
between atoms A and B:

EAB
disp = −3

2
IAIB
IA + IB

αAαB

R6
AB

. 6.

In this equation, IA is the first ionization energy of A, αA is the dipole polarizability of atom A,
and RAB is the distance between atoms A and B. Even though this interaction is pairwise with
respect to the atoms, it is actually a many-body effect with respect to the electronic degrees of
freedom. That is, the electrons on atom B perturb the electrons on atom A, which means that the
optimal electronic configuration on atom A will no longer be the ground-state wave function of
the isolated atom A.

In 1943, Axilrod & Teller (35) took London’s analysis to third order in the perturbative
expansion and introduced the following formula:

EABC = E0

(
1 + 3 cos θAB cos θBC cos θAC

(RABRBCRAC )3

)
, 7.

which depends on the distances between three atoms, RAB, RBC, and RAC, and the angles between
those atoms, θAB, θBC, and θAC. The interaction also has a scale, which is determined by the
constant E0.

The lessons learned by analyzing these equations is that atoms are intrinsically polarizable,
as demonstrated by the appearance of a dipole polarizability in the London dispersion energy,
which arises from a perturbation of atoms that do not have a permanent dipole. Additionally, we
see that these nonadditive effects are short-ranged in nature. The pairwise London dispersion
decays as R−6, while the Axilrod–Teller term decays as the product of three R−3 terms. Therefore,

www.annualreviews.org • Many-Body Effects in Aqueous Systems 341



one source of nonadditivity in molecular interactions is that electron densities are intrinsically
polarizable, and pairwise polarization will always have a many-body correction, as in the case of
the Axilrod–Teller potential.

Dispersion has historically received a lot of attention due to its explanation of the interac-
tion between nonpolar substances. However, in aqueous systems we are usually concerned with
atoms and molecules that have nonvanishing multipole moments. Therefore, we note that there
are related analyses when the atoms or molecules of interest have a permanent charge, dipole,
and so forth. In short, the usual charge–dipole and dipole–dipole interactions will be enhanced
by the presence of other charges and dipoles. This multipole enhancement, called induction, is
another type of nonadditive interaction and is often more important than dispersion in aqueous
systems. Note that induction can be nonzero even when no interfragment electron correlation is
considered, whereas dispersion arises purely from interfragment electron correlation (36).

Another important type of nonadditivity arises from the fermionic nature of electrons. If
we again consider the noninteracting, composite Hamiltonian, ĤAB

el , we can see that there is
already a problem with the eigenfunctions of this Hamiltonian being given by products of the
eigenfunctions of ĤA

el and Ĥ
B
el . That is, this total wave function will not be antisymmetric with

respect to swapping electronic coordinates between monomers, thus violating the Pauli exclusion
principle. Therefore, even if we ignore the Coulombic perturbation analyzed by London, there
will be an interaction between nonpolar atoms due to antisymmetrization of the total system
wave function. This interaction is typically referred to as exchange repulsion or Pauli repulsion
because it turns out to be purely repulsive and decays exponentially with interatomic distance
(37). Exchange repulsion can clearly cause many-molecule nonadditivities because if one had an
antisymmetrized dimer wave function, ψAB, the presence of a third atom or molecule, C, would
require the total system wave function,ψABC, to be antisymmetrized, which in turn would modify
the interaction energy.

Finally, we note that because both induction and dispersion interactions can be regarded as
perturbations of the molecular Hamiltonian, which would then result in modified wave functions,
there will always be an additional nonadditivity arising from the need to antisymmetrize the wave
function after accounting for these interactions. Indeed, this is why one gets mixed exchange–
induction and exchange–dispersion terms at second order in symmetry-adapted perturbation
theory (36).

2. INTERACTION ANALYSIS TECHNIQUES

2.1. Symmetry-Adapted Perturbation Theory

Even though this review is concerned primarily with many-body effects and many-body force
fields, it is still important to focus on the pairwise-additive pieces of molecular interactions.This is
because intermolecular interactions, especially for hydrogen-bonded systems, are predominantly
pairwise additive, even when many-body effects are large (30). To this end, it is important to
understand the terms which dominate two-body interactions. Furthermore, if a many-body force
field cannot accurately describe pairwise interactions, then themany-body termsmust compensate
by relying on a cancellation of errors. Therefore, a proper understanding of pairwise interactions
is crucial for the development of any many-body method.

Above, we have introduced the various types of molecular interactions in the form of electro-
statics, induction, dispersion, exchange, and charge transfer, all of which, except for electrostatics,
contribute nonnegligibly to many-body effects. The emergence of these different interactions
is pretty straightforward from symmetry-adapted perturbation theory (SAPT), which builds up
these components from a perturbative expansion of the isolated monomer wave functions. SAPT
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is a well-developed method of describing intermolecular forces. Due to the space limitations of
this article, we refer the interested reader to recent reviews for a more comprehensive discussion
(36, 38, 39).

Conceptually, the simplest form of two-body SAPT arises from considering the interaction
between two fragments with exact electronic wave functions of the fragment Hamiltonians ĤA

el
and ĤB

el . In this case, Rayleigh–Schrödinger perturbation theory results in the following first- and
second-order corrections to the energy:

E (1) = 〈� (0)
A �

(0)
B |Vel|� (0)

A �
(0)
B 〉, 8.

E (2) =
∑
i �=0

|〈� (0)
A �

(0)
B |Vel|� (i)

A �
(0)
B 〉|2

E (0)
A − E (i)

A

+
∑
j �=0

|〈� (0)
A �

(0)
B |Vel|� (0)

A �
( j)
B 〉|2

E (0)
B − E ( j)

B

+
∑
i, j �=0

|〈� (0)
A �

(0)
B |Vel|� (i)

A �
( j)
B 〉|2

E (0)
A + E (0)

B − E (i)
A − E ( j)

B

. 9.

The first-order correction to the eigenvalues of Hamiltonian ĤA
el + ĤB

el , as shown in Equation 8,
is simply the expectation value of the potential energy piece of Equation 5 over the unperturbed
product state wave function, � (0)

A �
(0)
B . This has a very simple interpretation as the electrostatic

interaction of the fragment charge densities. The first term of the second-order correction,
Equation 9, can be interpreted as a polarization of the fragment A charge density due to the static
charge density of fragment B, and vice versa for the second term. In other words, the first two
terms in Equation 9 are the B → A and A → B induction energies. The third term in Equation 9
involves evaluations of the interaction operator,Vel, over all doubly excited states of� (0)

A �
(0)
B . This

term is interpreted as the dispersion interaction between fragments A and B. The fact that we have
only excited-state wave functions,� (i)

A �
( j)
B , in this expression means that electron correlation gives

rise to dispersion, since electron correlation is often incorporated into the electronic energy by
using the excited-state manifold of some reference state as a basis for further calculations.

Throughout our discussion of Equations 8 and 9, we have used only the direct product wave
function � (0)

A �
(0)
B (and analogous excited states), which, as discussed above, is not properly anti-

symmetrized and hence cannot be an eigenfunction of Equation 5. For this reason, the energy
corrections involving these product wave functions are referred to as the polarization approxi-
mation, as they primarily describe the energetic stabilization due to electronic polarization. To
correct for this problem, one must antisymmetrize the wave functions, sometimes called symme-
try adapting the wave functions, which gives rise to corrections at all orders arising from electronic
exchange (36).

Now that we have established how SAPT describes two-body interactions, we turn our atten-
tion to many-body effects described within the SAPT framework. The theory and development
of three-body SAPT have been led primarily by the Szalewicz group, and these calculations
can be carried out with their SAPT2020 package (38). Many of the earliest three-body SAPT
calculations performed by this group focused on rare gas trimers, such as He3 (40), Ar3 (41), and
Ar2HF (42). Due to the computational expense of ordinary three-body SAPT, recent develop-
ments have focused on three-body SAPT(DFT) (43). The SAPT(DFT) method describes the
intramonomer electron correlation at the DFT level, whereas all intermonomer interactions
are handled by a perturbative expansion. One rather impressive use of three-body SAPT(DFT)
was the calculation of the nonadditive interactions in a benzene trimer (44). The three-body
SAPT(DFT) is a promising technique for studying nonadditive interactions in great detail, and
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more applications of this method to aqueous systems are expected in the future. The highly
detailed nature of the results could be valuable in guiding the development of aqueous force
fields, especially those involving ions.

2.2. Many-Body Expansion

We have already introduced theMBE as a method for calculating the total k-body contribution to
any molecular property. In this section, we present some recent examples of its usefulness in ana-
lyzing molecular interactions. In general, the MBE provides a coarser view of many-body effects
than SAPT (36), which explicitly calculates all of these types of molecular interactions through
perturbation theory. However, the MBE is much easier to calculate for three-body and higher
terms because it requires only the sums and differences of independent electronic structure calcu-
lations. The MBE can also be applied to obtain the many-body contributions to properties such
as the dipole moment, or forces (45–47).

An advantage of three-body SAPT is that it casts the nonadditive interactions into physically
intuitive and interpretable terms such as induction, dispersion, and exchange, albeit at a great com-
putational cost (38). The MBE falls on the opposite end of the spectrum. The various terms in
the MBE can be evaluated using any electronic structure method that yields the energies of the
various “bodies” (dimers, trimers, tetramers, etc.). This flexibility allows for nonadditive contribu-
tions to molecular properties to be quantified with relative ease. The many-body effects converge
with respect to the level of electron correlation and basis set much more quickly than pairwise
interactions, as long as a correction for basis set superposition error is taken into account, as
recently shown for water clusters (48), monatomic ion–water clusters (49), and polyatomic ion–
water clusters including ions in theHofmeister series (50).Therefore, although theMBE provides
less-detailed information about the nature of nonadditive interactions than, for example, the three-
body SAPT, it tends to be much simpler to apply, a fact that allows for a higher throughput of
chemical systems and the elucidation of complex trends in an efficient way.

As an example,Figure 2a,b shows the magnitude of the two-, three-, and four-body energies of
various clusters of Hofmeister ions of Z+/−(H2O)9 either internally or externally solvated by nine
water molecules (for full details, see Reference 50). For charge-dense ions, such as Ca2+(H2O)9,
there can be significant many-body contributions even at the four-body level (denoted I-W-W-
W). In contrast, chaotropic (structure-breaking) ions display smaller many-body contributions to
their total interaction energies than kosmotropic (structure-making) ones. Calculating four-body
contributions to binding energies is currently infeasible using SAPT, and likely will be for the
foreseeable future. On the other hand, while we are able to note the potential importance of four-
body effects via the MBE, we cannot discern what type of interaction results in these high-order
nonadditivities.

An emerging trend shows that three-body I-W-W interactions are generally repulsive,whereas
Figure 2c,d suggests the existence of a surprisingly linear, uniform anticorrelation between the
two-body I-W and the three-body I-W-W terms; in other words, the former is a descriptor of the
latter.These correlations emphasize the delicate balance between the attractive and repulsive com-
ponents of the total binding energy that determine the stability of a particular configuration.These
balances becomemore delicate when considering the dynamics of ion–water systems, demonstrat-
ing the difficulty of constructing general and accurate many-body ion–water force fields.

The ease with which one can explore many-body effects via the MBE makes it a valuable tool
in guiding the development of many-body force fields. Indeed, the MBE is the most common
technique for studying three-body effects and, to the best of our knowledge, the only approach to
explicitly calculate four-body and higher terms.
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Figure 2

Two- through four-body I-W many-body terms for various (a) positively charged and (b) negatively charged aqueous Hofmeister ions.
(c,d) Correlation between various many-body terms in X−(H2O)9 and M+ (H2O)9 I-W clusters, where X− = F−, Cl−, Br−, or I− and
M+ = Li+, Na+, K+, Rb+, or Cs+. Abbreviation: I-W, ion–water. Panels a and b adapted from Reference 50, and panels c and d adapted
from Reference 49.

2.3. Energy Decomposition Analysis

Thus far,we have described two paradigms for analyzing intermolecular interactions. SAPT builds
up the various interaction components from perturbative corrections to the isolated fragments,
whereas theMBEprovides amechanism for separating the total energy of a collection of fragments
into the k-body contributions through a series of calculations of all possible subsystems. Energy
decomposition analysis (EDA) attempts to combine the merits of SAPT and MBE, namely by
using a well-established framework of electronic structure calculations (like the MBE does), and
still produce a breakdown of the energy in terms of components similar to those in Figure 1 (as
SAPT does). Many notable EDA techniques exist, but we only have space here to focus on the
newest ones, which have been used specifically in the development of many-body force fields. For
a more complete background on EDAs, we direct the reader to a recent review (51).

An EDA scheme was recently introduced and utilized by the Head-Gordon groups (51). It
originates from the definition of absolutely localized molecular orbitals (ALMOs) (51, 52). Some
desirable properties of the scheme are as follows. It provides an estimate of electrostatics, disper-
sion, polarization, Pauli repulsion, and charge transfer. Also, the full calculation is variational, is
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amenable to use with correlated wave functions from either DFT (53) or MP2 (54, 55), and obeys
various other constraints that try to minimize the arbitrariness of any EDA method (56).

3. APPROACHES FOR DEVELOPING MANY-BODY FORCE FIELDS

Having introduced techniques for studying intermolecular interactions, we now focus on the con-
struction of many-body force fields, bearing in mind that our goal is to describe how these analysis
techniques can guide the construction of advanced many-body force fields.

The goal of fitting a many-body force field can be stated as follows: Find a fast-to-evaluate and
accurate approximation of the electronic Schrödinger equation for a particular system or set of
systems. To circumvent the fact that the task of explicitly constructing electronic wave functions is
relatively slow, the electronic degrees of freedom must be neglected, and we must either resort to
a classical approximation of the interactions or develop a protocol for fitting the potential energy
surface (PES). To that end, we provide a brief background of the most common approaches used
for developing many-body force fields.

Before we begin our discussion, we establish a framework that broadly classifies many-body
force fields into two classes, namely implicitly and explicitly many-body force fields. Below, we
contrast these two with effective two-body force fields. Explicitly many-body (e-MB) force fields,
in one way or another, directly fit the terms of the MBE as calculated by some level of electronic
structure. The data used to fit the many-body terms must come from theoretical calculations
because many-body terms are not experimentally measurable quantities. In contrast, implicitly
many-body (i-MB) force fields form a much wider class of force fields, partly because they are his-
torically older than e-MBmodels and partly because they are derived from the numerous classical
models of polarization. i-MB force fields are typically constructed using some kind of classical
electrostatic model, which attempts to reproduce the relevant quantum mechanical interactions.
Many different electrostatic models can be used to develop a force field, but they all must model
polarization in some way. We discuss some of the most popular techniques for creating i-MB
force fields, but because of the wide and disparate array of models that have been proposed over
the years, this cannot be considered an exhaustive list. Rather, we skew toward approaches that
have been the most successful and are actively being pursued.

3.1. Implicit Many-Body Potentials

i-MB potentials are those that leverage classical models of polarization to describe the nonadditive
interactions induced by a molecular environment. Usually, this means i-MB models use a multi-
pole expansion, in which the multipoles are able to change in response to the local electric field.
For reasons of simplicity and computational speed, i-MB models are typically restricted to either
polarizable charges or polarizable dipoles.

3.1.1. Models based on the distributed multipole expansion. Within classical electrostatics,
one might first consider approximating intermolecular interactions via a multipole expansion of
the molecular charge density. Unfortunately, this approach fails because it lacks the flexibility to
capture short-range variations in the charge density and often predicts the wrong structure for
molecular complexes due to a lack of accounting for anisotropy and the short-range variation in
the interactions (57, 58). Additional flexibility is introduced via a separate set of multipoles that are
often placed on each atom in a molecule, resulting in a so-called distributed multipole expansion
(57). If we consider two molecules A and B, with multipolar interactions sites i and j containing
charges qi, dipoles μi, and quadrupoles �i j , the interaction between these molecules (to second
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order in the multipole expansion) is

V =
∑
i∈A

∑
j∈B

[
T i jqiq j + T α

i j (qiμ j − μiq j ) + T αβ

i j

(
1
3
qi�b

i j − μiμ j + 1
3
�a

i jq j
)]
. 10.

In Equation 10,T i j ,T α
i j , andT

αβ

i j are the interaction tensors formed by expanding anR−1 potential
in a Taylor series. Stone (57) has described the explicit form of these tensors, with μi and�a

i j being
the dipole and quadrupolemoments at site i (on atom a) inmoleculeA, respectively.For a thorough
discussion of distributed multipole analyses, including consideration of higher-order multipoles,
we refer the reader to Stone’s authoritative book (57).

An important feature of Equation 10 is that the multipoles, qi, μi, and �a
i j , need not be static.

If the multipoles were static, then the interaction potential would be strictly pairwise additive. To
recover the many-body character of these interactions, we must allow the multipoles to be mod-
ulated by polarizabilities and hyperpolarizabilities, explicitly accounting for the induction energy.
This gives rise to the implicit description of the many-body terms within Equation 10. Force fields
employing distributed multipoles are perhaps the most common form of many-body force fields.
These potentials typically include electrostatic, induction, exchange, dispersion, and sometimes
charge-transfer components. For a detailed explanation of how these intermolecular forces are
implemented, see the Supplemental Material.

Some of the earliest data-driven models for describing pure water are TTM2-F (18),
TTM2.1-F (19), and TTM3-F (20). The TTM models utilize a spectroscopically accurate one-
body PES (59) and ab initio dimer data to fit the two-body PES while including all higher-order
terms by an induction scheme. The development of H2O–solute interaction potentials based
on distributed multipoles is an active area of research. The i-TTM force fields (60, 61) were
constructed to provide the long-range representation of the e-MB ion–water potentials (discussed
in the next section).

The MB-UCB potential is one of the best examples to date of the synergy between interaction
analysis techniques and force field construction (62). It is based on the ALMO-EDA method (63–
65) of decomposing interactions in small water clusters [up to (H2O)5] and explicitly matching
the interaction terms by using appropriate multipolar descriptions for each term. The MB-UCB
separately predicts electrostatics, polarization, charge transfer, and van der Waals energies. This
is important because it allows the force field to be parameterized against a physically meaningful
set of interactions, thereby mitigating a reliance on cancellation of errors. In this manner, the
MB-UCB potential is more transferable than other polarizable potentials (66). An EDA-guided
ion–water force field following the same approach as for MB-UCB was recently published (67).
The overall success of this and similar models remains to be seen, but the methodology of using
EDA to guide the parameterization of force fields seems promising, especially because strong
ion–water interactions can result in highly nonadditive interactions (50).

3.1.2. Drude and fluctuating charge models. There are two other common types of po-
larizable force field, known as Drude (68) and fluctuating charge models (69, 70). We have left
the discussion of these models until now because they are most commonly used for large-scale
biomolecular simulations and they typically do not aim to reproduce the underlying Born–
Oppenheimer PES. These models allow for an approximate treatment of polarization, making
the parameterization of the model transferable to a wider range of systems and areas of their
phase diagram.

Drude models use an empirical form of polarization, in which a charge is allowed to fluctuate
on a spring attached to a nucleus. The position of these Drude oscillators is then optimized in
the presence of other Drude oscillators. A large displacement of the Drude oscillator results in a
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larger induced dipole on that atom. Fluctuating charge models are similar to fixed charge models
in that at any point in the simulation, every atom has a specified charge and the interaction en-
ergy is simply the Coulomb interaction. The difference, however, is that the charges are treated
as dynamical variables of the system using an extended Lagrangian approach (71) subject to an
electroneutrality constraint (the total system charge cannot fluctuate).

3.2. Explicit Many-Body Potentials

e-MB potentials are those that aim to achieve an accurate description of short-range molecular
interactions by fitting the terms of the MBE using a set of electronic structure calculations. Their
development is made possible by the many advances in correlated electronic structure over the
last few decades.

3.2.1. Fitting the many-body expansion with permutationally invariant polynomials. One
major difficulty with explicitly fitting the terms of the MBE is the need for the fit to be consistent
with the relevant physical symmetries. Most notably, the potential must be invariant with respect
to permutations of identical atoms and translation of atoms, and itmust be rotationally equivariant.
One of the most successful ways to capture these molecular symmetries in a fitted potential is the
use of permutationally invariant polynomials (PIPs) (72, 73). PIPs are formed from a collection
of symmetrized monomials built from a transformation of the internuclear distances which decay
appropriately at long range (for details, see the recent review in Reference 74).

3.2.2. Water potentials fitted to the many-body expansion. The WHBB (Wang–Huang–
Braams–Bowman) potential from the Bowman group (75) is the first potential for water based
on fitting PIPs to large quantities of ab initio data meant to reproduce the two- and three-body
terms of the MBE. The one-body term, as first introduced in the TTM potentials (19, 20),
utilizes the spectroscopically accurate Partridge–Schwenke PES and dipole moment surface
(DMS) (59). The two-body term is fitted to roughly 30,000 CCSD(T)/aug-cc-pVTZ dimer
configurations, while the three-body term is fitted to roughly 30,000 MP2/aug-cc-pVTZ trimer
configurations. The DMS is a sum of one- and two-body MP2/aug-cc-pVTZ DMSs, which
should be very nearly converged with respect to the full DMS, since the electrostatic properties
of water are known to converge more quickly than the energy (45). Note that the two-body and
three-body fitted potentials for the WHBB model provide a short-range correction to another
polarizable potential, namely TTM3-F (20). As discussed above, it can be difficult to reproduce
the many-body quantum mechanical interactions, which dominate at short range, by using
distributed multipoles. These potentials, however, are guaranteed to be asymptotically correct,
so the two-body PES in WHBB switches to the TTM3-F PES beyond some cutoff. Additionally,
all terms beyond three-body are provided by the TTM3-F potential.

After the introduction of theWHBBpotential, a very similar protocol was used to construct the
MB-Pol potential. The one-body potential is again the Partridge–Schwenke PES, originally in-
troduced in the TTM potentials. The two-body PES is fitted with PIPs to 42,508 CCSD(T)/CBS
water dimer energies, whereas the three-body PES is a fit to 12,000 CCSD(T)/aug-cc-pVTZ en-
ergies (76). Once again, each of the terms switches to a long-range polarizable potential, namely
the TTM4-F potential (77). The TTM4-F potential is also used to capture the four-body and
higher terms in MB-Pol.

This approach to fitting a water potential has proven to be quite successful in reproducingwater
cluster binding energies and zero-point energies (78), as well as condensed-phase properties (79,
80). By explicitly fitting the terms of the MBE, one manages to circumvent the many difficulties
associated with reproducing the various intermolecular interactions, which appear in a complex
nonadditivemanner at short range.These potentials are quite accurate and have set the benchmark
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for how accurate a fitted potential can be (79). Note, however, that constructing force fields in this
way requires a very large quantity of data and results in potentials that are typically between two
and ten times slower than distributed multipole potentials.

3.2.3. Solute–water potentials fitted to the many-body expansion. The careful considera-
tion of many-body terms has resulted in several excellent pure water potentials, so the next frontier
to consider is the interaction of water with various solutes, such as small molecules and positive/
negative ions. If one is building on an e-MB potential, then the additional solvent–solute and
solute–solute many-body terms must be fitted. To be more explicit, consider the case of some
molecule or ion M interacting with H2O where the e-MB potential for H2O is already in place.
This means we need to fit the one-body term, EM

1B, the two-body term, EM,W
2B , and the three-body

term, EM,W,W
3B , where W is shorthand for H2O. Notice that with these terms, only a single solute

M interacting with H2O can be simulated. To allow for multiple solutes or ions, the intersolute
interaction terms EM,M

2B , EM,M,W
3B , and EM,M,M

3B must also be fitted. For certain systems or at low
concentrations, some of these intersolute terms may be negligible, but this is not known a pri-
ori. Therefore, to study a system containing three different molecules, such as water solvating
both Na+ and Cl−, the number of terms in the MBE gets increasingly large. This fitting process
has already been implemented for water interacting with H2 (81, 82), CH4 (83), CO2 (84), halide
ions (60, 85), and alkali metal ions (61, 86). The typical process involves sampling the dimer and
trimer PESs, performing hundreds of thousands of electronic structure calculations, and fitting
these terms using PIPs. This process, however, provides only the short-range part of the potential,
so one must also construct a distributed multipole potential, called i-TTM for alkali metal and
halide ions (60, 61), to provide the long-range part of the potential. The recently released MB-Fit
software can aid this rather involved process (87). Further advances in the use of gradients for
fitting (88),�-ML techniques (89), and active learning (90) can lower the barrier to constructing
e-MB force fields.

Efforts to construct a highly accurate PIP-based force field for protonated water systems have
recently been reported (73, 91). Due to the reactive nature of H+(H2O)n, namely the conversion
between Eigen and Zundel ions (92), this type of heterogeneous e-MB force field is more difficult
to construct than the corresponding homogeneous ones, as for pure water.However, they are quite
accurate when compared with high-level electronic structure calculations of clusters (91).

One can also construct e-MB potentials by building up a description of intermolecular inter-
actions with SAPT (38). Indeed, the Szalewicz group (93) has used this approach to construct the
SAPT-3B force field, which includes explicitly fitted two- and three-body terms from the corre-
sponding perturbation expansions and layers on a polarizable model for the four- toN-body terms.

3.3. Machine-Learned Potentials (Implicit/Explicit)

Another promising method for developing potentials for aqueous systems is using machine learn-
ing (ML). There are too many ways of fitting PESs using ML to describe in detail here, so we
refer the interested reader to various recent reviews and focus only on neural network (NN) po-
tentials (94–98). As with PIPs,NN potentials have been used to reproduce ab initio reference data
for protonated water clusters (99). An important feature of NN potentials that has not been thor-
oughly explored is the transferability of a model from the gas phase to clusters to the condensed
phase. There has been some success in going from smaller to medium-sized clusters (100), but
whether these potentials can describe the condensed phase remains an open question. NNs must
also respect all the physical symmetries of the potential. Models like DPMD (101), SchNet (102),
and NewtonNet (103) succeed in doing so and, as a result, are more data efficient and accurate
than earlier networks.
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Note that we have labeled ML potentials as having either an implicit or an explicit description
of many-body effects. The vast majority of popular NN force fields rely on the use of many-body
features of the atomic coordinates to describe the local environment of each atom, which means
that many-body effects are included implicitly (for a discussion of many popular types of features
and the relationships between them, see Reference 104). On the other hand, an e-MB force field
can be produced by replacing the PIPs (as described above) with any type of NN (105). Either
approach can be very successful, so the best may turn out to be the one that is easiest to produce
and is most transferable.We anticipate that NN potentials will continue to become more popular,
especially with the aid of well-developed packages for training NNs that automatically allow the
potential to be evaluated on a GPU.

3.4. Effective Two-Body Force Fields

Our main focus in this review is the discussion of polarizable (many-body) force fields, which
aim to reproduce the quantum mechanical PES via model representations of polarization and
the quantum effects discussed in Section 1.2. However, focusing only on many-body force fields
ignores the large class of effective two-body potentials. These force fields incorporate only
pairwise-additive interactions, meaning that the potential energy function is cast as

Etot =
∑
i

Ei +
∑
i< j

�Eeff
i j . 11.

In Equation 11, the one-body term incorporates the deformation energy for each fragment, i, and
the effective two-body potential,�Eeff

i j , describes all intermolecular interactions.
Historically, effective two-body force fields have prioritized speed and simplicity over quanti-

tative accuracy. For this reason, the form of �Eeff
i j is often some combination of Lennard–Jones

interactions andCoulomb interactions between fixed charges.Additionally,manymodels are rigid,
meaning that the one-body term is zero. Common models of this type include the TIP4P (106)
and SPC/E (107) potentials. Almost every effective two-body force field is parameterized to re-
produce some experimental property and possibly reference quantum mechanical energies. The
use of experimental data means that polarization and zero-point energy are implicitly included in
the model in some average way. In other words, the potential energies with these models repro-
duce not the Born–Oppenheimer PES but rather an effective free energy surface. This results in
effective two-body potentials having inconsistent accuracy across the phase diagram of a system.
These assumptions are quite severe, and it is virtually impossible to know a priori how large an
effect they will have in any particular simulation.

An interesting approach is the development of effective two-body models that explicitly incor-
porate higher-body terms of the MBE with the goal of reproducing the Born–Oppenheimer PES.
Two different methods of calculating an effective two-body potential from ab initio calculations
have recently been introduced (108).The aim of these approaches is to guarantee that the effective
two-body potential exactly incorporates interactions up to some order k of the MBE (k > 2). It
is already known that effective two-body models of water wrap many-body effects into the two-
body term by artificially enhancing the dipole moment. Therefore, formalizing this process seems
a natural step to take. In particular, Reference 108 describes how one can construct an effective
two-body potential that exactly incorporates the energy up to the k-body term by appropriately
scaling the energy of an environment surrounding a dimer. As far as we are aware, this is the only
known approach that allows pairwise-additive potentials to reproduce the quantum mechanical
PES rather than some effective free energy surface.
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COMPARISON OF MANY-BODY FORCE FIELDS

Two-body Implicit Explicit

Accuracy
compared with QM Inconsistent Good Very good

Speed of
evaluation Fastest Fast Slow

PES Effective Born–Oppenheimer Born–Oppenheimer

Dipole surface Explicitly included Explicitly included Included manually

Simulation
methodology Classical

Classical
Quantum

Classical
Quantum

Ease of
construction Easiest Moderate Difficult

Transferability across
chemical environments

Restricted by
parameterization Transferable Transferable

Figure 3

A qualitative comparison between the three classes of force fields discussed in this review, focusing on
various desirable properties. Abbreviations: PES, potential energy surface; QM, quantum mechanics.

3.5. Comparison of the Different Classes of Force Fields

There are inevitable drawbacks to each of the three classes of force field described above.Figure 3
depicts some important properties of a force field and describes how each class represents those
properties. This figure represents a visual overview of the discussion (17) we initiated in 2002, at
the beginning of the development of the TTM potentials. We rely on this figure to facilitate a
comparison between the three force field classes.

3.5.1. Accuracy and speed. Arguably, the two most important properties of any force field are
accuracy and speed. The order of importance may depend on the use case. Aiming for accuracy, e-
MB- and PIP-based potentials fit the short-range part of the two- and three-body potentials while
using a polarizable potential to capture all of the long-range and higher-order terms. Because
accurate quantum mechanical references are included in the potential, an e-MB potential can be
very accurate. Additionally, because e-MB force fields usually use a distributed multipole potential
to provide the long-range part of the potential, they are inevitably slower than other polarizable
force fields. Furthermore, in the context of MD, distributed multipole potentials can reuse the
induced dipoles from a previous step, greatly decreasing the number of iterations to converge new
induced dipoles, whereas explicit force fields have to redo all calculations for every new structure.
Both i-MB and e-MB force fields prioritize accuracy over speed, although the former add a bit
more weight on speed than the latter. Effective two-body potentials take a very different approach
and prioritize speed over accuracy. Generally speaking, two-body force fields operate under the
assumption that many types of errors will be averaged out during a simulation. Therefore, by
prioritizing speed, one can study large-scale emergent phenomena and/or very slow processes.

3.5.2. Potential energy surface and dipole moment surface. Both i-MB and e-MB force
fields aim to accurately reproduce the Born–Oppenheimer PES. Effective two-body force fields,
on the other hand, propagate dynamics not on the Born–Oppenheimer PES but instead on some
kind of effective free energy surface that includes zero-point energy, temperature effects, and other
phenomena.We have noted that there are new types of two-body force fields that aim to reproduce
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the Born–Oppenheimer PES (108), but even these potentials will do so only for a specific region
of the system’s phase diagram.

Since a common use of a force field is to simulate spectroscopic experiments, the DMS asso-
ciated with a force field is also important. Both two-body and i-MB force fields come packaged
with a DMS. That is, the energy of a given configuration depends on the assignment of charges
on the atoms, which determine the molecular dipole moment. e-MB force fields, however, do not
have a notion of atomic charges associated with the short-range part of the PES, so the DMSmust
be manually supplied. For instance,WHBB utilizes a DMS constructed fromMP2/aug-cc-pVTZ
calculations, which, incidentally, are not the same level of theory used to construct the PES (75).
Additionally, after theMB-Pol potential was introduced, an ab initio DMS was constructed to cal-
culate the intensities of the infrared spectra (109). Although this does not represent a drawback,
it does pose an issue that the PES and DMS in e-MB models are not internally consistent. Note
that because e-MB force fields typically use distributed multipole models for the long-range part
of the potential, they could use the DMS generated by this potential. However, this DMS is typ-
ically ignored because it is expected to be less accurate than the PES used. Similarly, to generate
Raman spectra, a polarizability surface is necessary. Typically, force fields include not a polariz-
ability surface (dependent on intramolecular geometry) but rather a single set of polarizabilities
(independent of intramolecular geometry). However, note that polarizability surfaces dependent
on bond length and bond angle have been established (110, 111).

3.5.3. Classical versus nuclear quantum simulations. A force field that is fit to electronic
structure calculations will attempt to reproduce the Born–Oppenheimer PES. However, classical
MD simulations do not account for the quantum nature of nuclei. Since both the i-MB and the e-
MB types of force fields aim to reproduce the Born–Oppenheimer PES, they should be combined
with path integral (112) rather than classical (Newtonian) simulations.On the other hand, using an
effective two-body body force field with quantized nuclei would almost certainly result in double-
counting of zero-point effects (see Figure 3 and the discussion in Reference 17).

3.5.4. Parameterization and transferability. While opinions may vary on this point, perhaps
the most useful feature of effective two-body force fields is that they can be used for any system
for which atom-specific parameters have been defined (113, 114). However, due to the empirical
nature of this parameterization, effective two-body force fields may provide physically meaningful
results only near the points on the phase diagram that they were parameterized to reproduce. In
this sense, two-body force fields are often transferable across chemical space while being restricted
in their transferability in chemical environments.

At the other extreme, e-MBmodels often have to be reconstructed from the ground up for any
system of interest. Or, in the best-case scenario, new one-, two-, and three-body terms need to be
fitted to facilitate the modeling of heterogeneous systems. This is the case, for example, for the
CH4–H2O (83), CO2–H2O (84), and H2–H2O (81, 82) e-MB potentials introduced above. These
models are designed to be applicable to the entire phase diagram of a certain chemical system, but
they are not transferable across chemical space at all. That is, even though all of the element types
are fixed, one could not easily take an e-MB model of H2O and make an e-MB model of H2O2.

Since i-MB models typically have atom-specific parameters, they are easier to reparameterize
than e-MBmodels and hence are more transferable across chemical space. Additionally, because i-
MB models also aim to reproduce the Born–Oppenheimer PES, they are applicable to any region
of the phase diagram. In this sense, i-MB models strike a balance between transferability across
chemical environments and transferability across chemical space.
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4. FRAGMENT-BASED AB INITIO MOLECULAR DYNAMICS

Thus far, we have discussed approaches for reproducing the many-body quantum mechanical
interactions between molecules classically, that is, without having to describe actual electronic in-
teractions.We have presented classical techniques via distributed multipoles as well as data-driven
techniques utilizing PIPs or NNs. It is natural to wonder, however, if there is a way to preserve
the transferability and accuracy of electronic structure without resorting to fitting a force field.
One such idea is to leverage the MBE in the same manner as e-MB force fields with the excep-
tion of calculating the many-body terms as needed. This approach is frequently referred to as
fragment-based quantum mechanics. There are several methods of fragmenting a system, doing
calculations on these fragments, then approximately reconstructing properties of the total sys-
tem from the ones of the individual pieces. Because these methods have been reviewed elsewhere
(115), here we only summarize new approaches that use fragment-based quantum calculations to
propagate ab initio molecular dynamics (AIMD) simulations.

4.1. Background and Theory

The implementation of fragment-based quantum mechanical approaches is similar to that of
Born–Oppenheimer MD (116). Figure 4 shows a simplified schematic of the main steps in a
fragment-based MD simulation, which we refer to as MBE-MD. In ordinary MD, the main loop
consists of calculating the forces on all atoms, then integrating the relevant equations of motion
forward in time. MBE-MD modifies how the forces are evaluated by splitting the total system
into collections of one-body (monomers), two-body (dimers), three-body (trimers), and higher

Fragment geometry
Monomers

1 N

Dimers

n-mers

MBE-MD

Evaluate forces on fragments

F(ri) ≈

r (1) = {r (1) ,…, r (1)}

1r (2) = {r (2),…, r (2) }

ri (t + Δt) = 2ri (t) – ri(t – Δt) –
ri V(ri (t))

r(k)F(k)

F(k – m + 1)(–1)m
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k = 1

k

m = 0 n = 1
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Figure 4

A schematic showing the main steps in a fragment-based MBE-MD simulation. Fragmenting the system into
the relevant subsystems is typically quite simple because the fragments are chosen ahead of time. Calculations
are performed on all fragments, and the results are recombined to approximate the total atomic forces.
Integration of the nuclei is carried out in exactly the same way as in ordinary MD. One can also optionally
prune certain subsystems or choose to use a less expensive force field on weakly interacting fragments.
Abbreviations: MBE, many-body expansion; MD, molecular dynamics; PES, potential energy surface.
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sets of fragments. The forces on these collections of fragments are then calculated and combined
to approximate the total forces on each atom. Integration of the equations of motion is the same
in MBE-MD as in ordinary MD. One could even use an extended Lagrangian approach as in
Car–Parrinello MD without much difficulty (117).

4.2. Making Many-Body Expansion–Molecular Dynamics Simulations Practical:
Algorithmic and Software Improvements

While theMBE is known to improve on the scaling of highly correlated electronic structuremeth-
ods (47), many algorithmic and software improvements are required to make MBE-MD practical.
Algorithmically, one would like to take advantage of the fact that many fragments will make a
negligible contribution to the total energy, especially trimers and tetramers with far-separated
monomers, which contribute primarily through short-range polarization interactions. Incorpora-
tion of protocols for pruning fragments with negligible contributions will need to be incorporated
into MBE-MD. Both distance-based and energy-based pruning schemes have been proposed for
use in the MBE, the latter of which seems particularly promising (118, 119). Another technique
which could be useful in MBE-MD is to embed fragments in an environment with the goal of
speeding up the convergence of the MBE. Among the many ways of incorporating embedding in
the MBE, perhaps the most straightforward and popular one is to use electrostatically embedded
charges (120).This technique effectively folds some of the higher-order terms into the lower-order
ones, speeding up the convergence of the MBE. Electrostatically embedded AIMD simulations
have been carried out for liquid water with the CCD electronic structure method (121), although
this method includes only interactions up to the two-body term. Another path that could be pur-
sued is to take advantage of the composability of theMBE.That is, because three-body and higher
terms have very small contributions from electron correlation (48, 49), one can use Hartree–Fock
or even a many-body force field (if a suitable force field exists) to save tremendous amounts of time
on the calculation of higher-body terms.We believe that it is possible forMBE-MD simulations to
become a common form of simulation utilizing high-scaling electronic structure methods, such as
MP2 and even CCSD(T), just as Car–Parrinello MDmade DFT-based AIMD practical. In order
for that to happen, however, all of these algorithmic improvements will likely have to be utilized.
Each of the improvements described above introduces a well-controlled and well-understood ap-
proximation. Utilizing all of these techniques simultaneously, while also managing a very large
number of electronic structure calculations, makes for a complex distributed computing problem,
which will require the development of new software tailored to tackle this exact problem.

4.3. Making Many-Body Expansion–Molecular Dynamics Simulations Practical:
Software Improvements

Currently, most electronic structure packages aim to provide the best performance possible for a
single molecular system in such a way that the code scales with the system size. A software package
that is well suited for the MBE, however, does not need to scale with the size of a single system
but rather needs to efficiently manage resources to do many small calculations simultaneously.
Additional complexities arise from the fact that each fragment of a particular size may not take
the same amount of time to finish, so the computational resources need to be managed dynami-
cally. Not many electronic structure packages have the capability to dynamically swap threads in
and out of calculations, let alone distribute a calculation on hundreds or even thousands of sys-
tems at the same time. The development of efficient scheduling and scripting language software
that makes calls to an electronic structure package can address this problem by controlling the
resources to maximize efficiency and minimize undesirable overheads. In our opinion, the ideal

354 Heindel • Herman • Xantheas



computing environment for the development ofMBE-MD software would include a mix of CPUs
and GPUs with the capability of dynamically assigning resources depending on the load, such as
in the TeraChem (122, 123) software.

5. CONCLUSIONS AND OUTLOOK

We have described the main techniques for analyzing intermolecular interactions and construct-
ing many-body force fields, emphasizing the role of these techniques in constructing highly
accurate force fields. In particular, e-MB force fields which are fitted to results of electronic
structure calculations have proven to be extremely successful. However, new force fields based
on a distributed multipole expansion rival the accuracy of e-MB force fields while providing the
efficiency and ease of construction of i-MB ones. These new distributed multipole potentials
will need to rely heavily on mimicking the terms from interaction analysis techniques to achieve
quantitatively accurate PESs.
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