"\ ANNUAL
.\ REVIEWS

Annu. Rev. Psychol. 2020. 71:331-55

First published as a Review in Advance on
July 23,2019

The Annual Review of Psychology is online at
psych.annualreviews.org

https://doi.org/10.1146/annurev-psych-010419-
050747

Copyright © 2020 by Annual Reviews.
All rights reserved

wnns CONNECT
www.annualreviews.org

* Download figures

* Navigate cited references

* Keyword search

« Explore related articles

* Share via email or social media

Annual Review of Psychology

Baruch Fischhoff! and Stephen B. Broomell?

'Department of Engineering and Public Policy, and Institute for Politics and Strategy,
Carnegie Mellon University, Pittsburgh, Pennsylvania 15213, USA;
email: baruch@cmu.edu

’Department of Social and Decision Sciences, Carnegie Mellon University, Pittsburgh,
Pennsylvania 15213, USA; email: broomell@cmu.edu

Keywords

judgment, decision making, preference, risk, uncertainty, history

Abstract

The science of judgment and decision making involves three interrelated
forms of research: analysis of the decisions people face, description of their
natural responses, and interventions meant to help them do better. After
briefly introducing the field’s intellectual foundations, we review recent ba-
sic research into the three core elements of decision making: judgment, or
how people predict the outcomes that will follow possible choices; prefer-
ence, or how people weigh those outcomes; and choice, or how people com-
bine judgments and preferences to reach a decision. We then review research
into two potential sources of behavioral heterogeneity: individual differences
in decision-making competence and developmental changes across the life
span. Next, we illustrate applications intended to improve individual and or-
ganizational decision making in health, public policy, intelligence analysis,
and risk management. We emphasize the potential value of coupling analyt-
ical and behavioral research and having basic and applied research inform
one another.
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INTRODUCTION

Behavioral decision research arose as psychology’s contribution to a remarkable period in which
scientists and scholars from diverse disciplines collaborated in pursuing issues raised by von
Neumann & Morgenstern (1944) in their landmark volume on rational choice theory. In a sem-
inal article and a subsequent Annual Review of Psychology article, Edwards (1954, 1961) framed the
field’s fundamental commitment to studying the properties of tasks, as presented by life or by re-
searchers, in tandem with studying individuals’ responses to them. The present review emphasizes
the integrative strategy of those groundbreaking works and its contribution to interventions de-
signed to help people navigate worlds that can be unfamiliar, uncertain, unintuitive, and unfriendly.

Early descriptive research focused on highly structured tasks amenable to analysis that iden-
tified optimal, or rational, behavior. Those studies revealed important regularities, such as indi-
viduals’ lack of insight into their own decision-making processes and their tendency to extract
too much information from some observations and too little from others. However, the research
also revealed limits to such tasks, summarized in what proved to be a terminal review of two
prominent early research programs (Slovic & Lichtenstein 1971). One of those programs used
multiple regression to model repeated decisions (e.g., evaluating graduate school applicants based
on a common set of attributes). Although those models often had predictive value, they could
not distinguish among competing psychological accounts (Jaccard 2012). The second of those re-
search programs used stylized Bayesian tasks (e.g., assessing the probability that an urn contained
70% blue balls, rather than 70% red ones, based on a sequence of draws). Although those studies
revealed much about experimental design, their tasks lacked the realism needed to engage natural
processes.

Recognizing these limitations opened the door to research programs that allowed richer ex-
pressions of behavior and deeper understanding of the processes producing it, while still being
grounded in task analysis. One such program is the study of judgment heuristics, informed by
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Bayesian analysis of the biases that they can produce (Tversky & Kahneman 1974). A second is
the study of orderly but nonrational choice processes, informed by utility theory analyses of the
inconsistent preferences that they produce (Kahneman & Tversky 1979). A third is the study of
cognitive capabilities, informed by modeling procedures that accommodate properties of people
and tasks (Karelaia & Hogarth 2008, Lieder et al. 2018). A propelling force in these developments
has been the adoption of more diverse research methods, including ones that can reveal when
people view tasks very differently than researchers imagine (Medin et al. 2017).

Our review begins with basic research into the three essential elements of decision making:
judgment, predicting the outcomes of choosing possible options; preference, weighing the im-
portance of those outcomes; and choice, combining judgments and preferences to make deci-
sions. That research asks how people, in general, behave. The next two sections describe research
into two potential sources of behavioral heterogeneity: individual differences and life-span de-
velopmental changes in decision-making competence. The article then illustrates interventions
designed to improve individual and organizational decision making. The concluding section de-
scribes the field’s potentially productive tension between relatively stable analytical methods and
ever-changing empirical results.

JUDGMENT

Sound decisions require predicting what will happen if different choices are made. The quality
of those judgments can be evaluated in terms of their accuracy or their consistency. Studies of
both accuracy and consistency build on analytical research formalizing these criteria. Achieving
one goal need not mean achieving the other. People may have accurate beliefs about one topic
but not about related ones, leading to inconsistent judgments; or they may have consistent beliefs
but know very little. Both criteria continue to be central topics in behavioral decision research, or
decision science, as the field is sometimes called.

Accuracy

How accurately people understand their world has been studied in several ways, each with
strengths and weaknesses, as discussed below.

Knowledge (how much people know). The simplest way to evaluate how much people know is
by asking them to answer factual questions. Literacy tests represent a domain (e.g., health, finance,
science) with a fixed set of such questions. For example, a widely used test of science literacy asks,
“True or false? The center of the Earth is very hot” (Natl. Sci. Board 2014, p. 7.23). There are many
such tests. However, the selection of their items is rarely based on an analysis of what people need
to know. As a result, even when scores on literacy tests predict behavior, they typically offer limited
insight into how individuals acquire their knowledge or use it. Perhaps knowing the specific facts
on a test helps people to make better decisions; perhaps it predicts their knowledge of other, more
relevant facts; or perhaps it reflects education or test-taking ability.

A decision science approach to assessing knowledge begins by analyzing the facts needed to
make specific decisions. Sometimes, people need to know just a few summary estimates, such as
the risks and benefits of a medical treatment. A knowledge test for those facts might ask people
to estimate the probabilities of possible outcomes (Schwartz & Woloshin 2013, Zikmund-Fisher
2019). Sometimes people need to know how things work, for example, what determines their risk
of HIV/AIDS. A knowledge test for those facts might ask about how the virus can be transmit-
ted. Such mental models of the processes determining the outcomes of decisions have been stud-
ied for domains as diverse as HIV/AIDS, climate change, contraceptives, energy consumption,
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pandemics, and radon (Bruine de Bruin & Bostrom 2013). Von Winterfeldt (2013) illustrates how
decisions are analyzed, looking at whether to turn a baby in the breech position. Fischhoff et al.
(2006) illustrate how processes are analyzed, looking at how a pandemic could unfold.

Sometimes, the results of mental model studies are domain specific, such as the finding that
people tend to ignore herd immunity when thinking about vaccines (Downs et al. 2008) and over-
estimate how well they can tell whether a potential partner has a sexually transmitted infection
(Downs et al. 2004). Sometimes, the results are general, such as the finding that people have dif-
ficulty predicting nonlinear processes (e.g., climate change) or how small risks mount up over
time (Gonzalez & Mehlhorn 2016, Tong & Feiler 2017). Studies of mental models typically be-
gin with open-ended interviews structured around the analysis and aimed at capturing intuitive
formulations and modes of expression.

Calibration (how appropriate people’s confidence in their knowledge is). Using knowledge
wisely requires knowing its limits. Overconfidence can lead to making decisions without enough
information and missing signs that things are going wrong. Under-confidence can lead to the
opposite. Perhaps the most common way to study the appropriateness of confidence is with cal-
ibration tests. These tests ask people to indicate the probability that they have answered each
question in a set correctly. People are perfectly calibrated when they are correct x% of the time
when giving an x% chance of being correct. The properties of calibration tasks have been stud-
ied intensely (Budescu et al. 1997, O’Hagan et al. 2006). For example, people may believe that
they have answered fewer items correctly than their item-by-item probabilities imply (e.g., they
believe that they had six correct answers among ten items assigned a mean probability of 80%)
(May 1991, Sniezek & Buckley 1991). As a result, global and local confidence must be assessed
separately. Understanding these tasks well has allowed researchers to tailor them to studies of
individual differences and training, as described below.

One recent focus of calibration research has been how to create incentives for people to reveal
their true confidence and not give strategic responses (e.g., hedging, boasting). The US National
Weather Service has long used scoring rules to encourage candid probability-of-precipitation
forecasts (Murphy & Winkler 1974). It hopes, for example, to avoid umbrella bias, whereby fore-
casters overstate the probability of precipitation so that no one gets caught in the rain, even if this
means many people will carry umbrellas needlessly. However, because scoring rules are so abstract,
forecasters need extensive feedback to master them. As a result, scoring rules are only practical for
multi-round studies like the Good Judgment Project (described below). When people cannot be
trained on specific scoring rules, it may still be possible to identify the rules that they use implicitly
and interpret their judgments appropriately (Merkle & Steyvers 2013).

Pooling (how much a crowd knows). In cases where individuals’ knowledge is limited, and their
confidence questionable, the pooled judgment of a crowd may be more accurate than that of any of
its members. This topic has been the subject of intense research, including both empirical studies
and formal analyses (Danileiko & Lee 2018, Davis-Stober et al. 2014, Mannes et al. 2014). In
general, the research finds that crowds are more accurate when each member knows something
different, meaning that their judgments are correlated with the criterion but uncorrelated with
one another (or even negatively correlated). Davis-Stober et al. (2014) offer an analytical account
of these conditions, including ways to evaluate the accuracy of a crowd without already knowing
the correct answers for some of its predictions.

Although often called the wisdom of the crowd, such accuracy typically comes without an ex-
planation. As a result, recipients can only guess what evidence supports a prediction, how general it
is, and what it implies for their mental models of the processes producing the predicted outcomes.
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Providing such explanations is an opportunity for future research, as is the related challenge of ex-
plaining the black-box predictions produced by machine learning programs that identify patterns
buried in vast datasets.

Consistency

The most familiar consistency standard is Bayesian inference, which provides rules for how people
should evaluate evidence and update their beliefs (Edwards et al. 1963, Kyburg & Smokler 1964).
It is the standard used in many well-known lines of research, such as studies that examine the
conjunction fallacy (Tversky & Kahneman 1983) and base-rate neglect (Tversky & Kahneman
1974). Nonetheless, Bayesian inference has its critics. Some object to its use of beliefs, as these
express subjective rather than frequentistic probabilities, which summarize the relative frequency
of repeated events (e.g., coin flips, rainy days). In the long-running debate over the nature of prob-
ability, Bayesians argue that a subjective judgment is required to decide that events are identical
enough to be treated as repeated. As a result, they claim that there are no objective probabilities
(Edwards et al. 1963).

Other critics object to the Bayesian requirement that people allocate 100% of their subjective
probability to a fixed set of hypotheses. These critics argue that people sometimes feel that their
hypotheses are incomplete or unclear. In such cases, they should be able to reserve some proba-
bility for unimagined possibilities or clearer thinking (Girdenfors & Sahlin 1988). Indeed, formal
analyses have shown that some inferential tasks are so complex that having consistent beliefs may
be an unreasonable aspiration (Dasgupta et al. 2017, Schum 1994).

An alternative standard of consistency, which addresses these concerns, is Dempster-Shafer in-
ference. Rather than looking at the balance of evidence, as in Bayesian inference, Dempster-Shafer
inference looks at its conclusiveness. Shafer & Tversky (1986) argue for using the consistency stan-
dard that best fits how people naturally think about a task. That advice has been followed in studies
that use different standards to illuminate how people think about different kinds of evidence, often
using multi-method approaches. One such study used details from a jury trial and found that peo-
ple treat contradictory evidence (which says different things about the same event) differently than
they treat conflicting evidence (which points in different directions) (Curley 2007). Another such
study found that people have consistent beliefs about the conclusiveness of evidence, which the
authors called known unknowns (Walters et al. 2017). A third study found that people use terms
like “confidence” to describe uncertainty about their knowledge and terms like “likelihood” to
describe their uncertainty about the world (Ukliimen et al. 2016). That usage parallels Bayesians’
preference for “assessing” subjective probabilities and “estimating” frequentistic ones.

These studies reflect three emerging trends, arising from the concern that people may think
about tasks in fundamentally different ways than researchers imagine. One trend is using multiple
tasks, hoping to triangulate on lay perspectives. The second is using open-ended tasks, letting
people speak in their own terms and possibly reveal unexpected ways of thinking. The third is
replacing formal constructs with approximations (e.g., known unknowns, rather than second-order
probabilities), seeking the sweet spot between the questions that researchers want to ask and the
questions that people can answer. For example, Walters et al. (2017) used a combination of think-
aloud protocols, eliciting spontaneous expressions of uncertainty; text boxes, asking participants
to write down known unknowns; and rating scales, asking for evaluations of a list of unknowns.

How people make judgments about their world has long been a central concern of decision-
making research. Such research has advanced by devising tasks that allow people to reveal them-
selves more fully and by analyzing those tasks more thoughtfully in terms of the performance
standards of accuracy and consistency. Research on preferences has progressed in much the same
way, with one important difference described immediately below.
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PREFERENCES

Decision science has no accuracy criterion for preferences. People can prefer whatever they want,
an assumption that is shared by neoclassical economics. However, decision science does have a
consistency standard: Preferences should follow the utility theory axioms (Edwards 1954). When
that happens, people are deemed rational over the options involved. Those axioms include being
able to compare any two outcomes, making trade-offs between any two outcomes, and ignoring
how outcomes are described (if the end states remain the same).

Economists assume that people are rational, in this sense. They then infer what matters to them
from observed behavior. Such revealed preference analyses also assume that people have stable
preferences, which they reveal in all their choices; that researchers know how people perceive
those choices; and, sometimes, that the choices are made in efficient markets (Becker 1976).

Psychologists are free to test these axioms, as are the behavioral economists who have followed
their lead. Indeed, violations of the axioms underlie much current theory. For example, a key
assumption of prospect theory (Kahneman & Tversky 1979) is that preferences depend on the
reference point evoked by how outcomes are described (e.g., are raises compared with current
salaries, expected raises, or other employees’ raises?). Such sensitivity violates the axiom that holds
that how outcomes are described should not matter, only their consequences. Another widely
studied violation arises when the relative attractiveness of two options is reversed by adding a
third option that is inferior to both, hence should be irrelevant. A recent review concluded that
such irrelevant options have the greatest effect when people lack strong prior preferences and
contextual cues are made more salient (Huber et al. 2014). The review also notes how marketers
manipulate those conditions, for example, by manipulating the appearance of online reviews, using
an orderly presentation to make comparisons easier or a chaotic display to make them harder.

One pitfall in preference research is that abstract axioms can lead to abstract tasks, which people
have difficulty answering. Indeed, the first Annual Review of Psychology article on judgment and
decision making lamented a study that “threw out 61 per cent of...subjects” (Edwards 1961, p. 491)
for having inconsistent preferences on an abstract task that proved too confusing. Such problems
have continued to plague studies that try to elicit precise preferences. For example, health-care
policy analysts often pose axiom-based standard gambles, such as, “What probability of getting
moderate sleep quality would be just as good as a 50/50 chance of getting the best possible or
the worst possible sleep quality?” Such questions prove so hard to answer that studies routinely
exclude many responses as seemingly not reflecting the respondents’ true preferences (Engel et al.
2016). Similarly, cost-benefit analysts often ask people how much they are willing to pay, in dollar
terms, to protect nonmarket goods (e.g., historic sites, endangered invertebrates, child welfare).
These questions are so hard (or objectionable) that many people refuse to answer or give other
protest responses (Meyerhoff & Liebe 2010).

From a practical perspective, these measurement failures are troubling because they undermine
the credibility of the health-care policies or cost-benefit analyses that they are meant to inform.
From a theoretical perspective, though, such failures can be sources of insight, showing how con-
text affects expressed preferences. The artificiality of the tasks has encouraged a constructed pref-
erence approach (e.g., Huber et al. 2014), which assumes that people must infer their preferences
for unfamiliar choices, rather than immediately knowing what they want for all possible options
(as economists’ stable preference assumption implies) (Lichtenstein & Slovic 2006).

Constructed preference research takes several forms. One uses experimental manipulations to
compare formally equivalent tasks that evoke psychologically different processes, as in a study
examining how people construct risk preferences in response to task cues (Pedroni et al. 2018). A
second infers those processes from observations that capture natural variation, as in a study that
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observed stability in risk and time preferences but not social preferences (Chang & Schechter
2015). A third makes such inferences for experimental studies, as in a review that concluded that
choice architecture field experiments that manipulate how options are presented reveal too little
about participants’ preference construction processes to evaluate the underlying theories (Szaszi
etal.2017).

These concerns have prompted renewed interest in process-tracing methods (Schulte-
Mecklenbeck et al. 2017). These methods, which have long been part of behavioral decision re-
search (Fischhoff 1996, Payne et al. 1993, Svenson 1979), attempt to clarify how people form
preferences by asking them to think aloud or manipulate stimuli as they perform tasks. Three
research trends have encouraged the adoption of such methods. One trend is the development of
protocols for coding observed behavior into analytical terms (e.g., options, sources of uncertainty).
These protocols allow more reliable coding, and clearer comparisons across studies, compared to
the emergent codes of grounded theory, which dominate qualitative research (Bryant & Charmaz
2007). A second trend is the greater acceptance of concurrent verbal protocols in which people
report how they are making decisions, thereby avoiding problems with retrospective verbal pro-
tocols in which people report how they made decisions (Ericsson & Simon 1992). A third trend
is a greater willingness to accept the risks of reactive measurement, whereby researchers might
influence study participants by asking them to describe their thinking, relative to the risks of mis-
interpreting their responses to structured tasks.

Increased methodological heterogeneity has also encouraged research into sacred (or pro-
tected) values, which people will not compromise. Such values are nonrational, because they violate
the utility theory axiom that requires willingness to make trade-offs among all outcomes. How-
ever, sacred values can be central to thoughtful decisions (Baron & Spranca 1997). Mixed-method
research programs have, for example, described the roles of sacred values in overcoming the psy-
chological numbing associated with immense problems, like genocide (Slovic & Slovic 2015), and
in discouraging violent extremism (Atran 2016).

Thus, with preference as with judgment, task analysis has framed descriptive research. That
framing has revealed nonrational behavior worthy of theoretical accounts, such as the inconsistent
preferences that prompted the development of prospect theory. It has also revealed the limits to
rationality, such as the struggles with abstract tasks that prompted the constructed preference
approach. Analogous patterns emerge in the study of choice tasks, wherein people combine their
preferences (what they want) and their judgments (what they can get) to make decisions.

CHOICE

Birnbaum (2011) distinguishes two complementary approaches to studying how people make
choices: experiments and modeling.

Experiments ask how sensitive people are to the factors that researchers manipulate. They rep-
resent a piecemeal research strategy, with each experiment estimating the effects of a few factors
while holding all other factors constant. Extrapolating from any single experiment requires esti-
mating the impact of varying each other factor. Creating a coherent account requires a suite of
experiments, whose manipulations are derived from an underlying theory and supported by studies
of task features (as with calibration tasks). Because recent Annual Review of Psychology articles have
emphasized theory-driven experimental approaches (Lerner et al. 2015, Oppenheimer & Kelso
2015, Weber & Johnson 2009), we focus here on modeling.

Decision modeling uses statistical procedures such as multiple regression analysis to estimate
the relative importance of the factors that describe each option in a choice set (Karelaia &
Hogarth 2008). For example, the options might be graduate student apartments, with the factors
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being size, location, cost, and safety; or the options might be graduate students, with the factors
being grade point average (GPA), graduate record examination (GRE) scores, and quality of
undergraduate institution (Dawes et al. 1989). The importance of any factor depends on the set
of options. For example, graduate students, who are generally sensitive to cost, might ignore it
when choosing among apartments with roughly the same rent. Graduate admission committees,
which normally consider GRE scores, might ignore them if they are highly correlated with GPAs.
Some decision models estimate weights for synthetic factors such as loss aversion (described
below), a construct central to cumulative prospect theory (CPT) (Tversky & Kahneman 1992).
Given how heavily CPT has been studied, we use it to illustrate current approaches to decision
modeling.

CPT incorporates several behavioral principles in a single model. Loss aversion is one. It re-
flects a tendency to be more sensitive to losses than to equal-sized gains (e.g., losing versus winning
$5). Risk tolerance, probability weighting, and choice stochasticity are other CPT principles. The
CPT decision model has a parameter for each principle. Parameter values are estimated for re-
search participants’ choices among gambles described in terms of probabilities of winning and los-
ing specified amounts. If those estimates were stable, they would give the theory predictive power.
However, they have proven highly variable (Davis-Stober et al. 2016, Regenwetter & Robinson
2017).

One qualitative review concluded that the magnitude of loss aversion depended on task features
such as how the outcomes are framed, how large the stakes are, and how long the experiment runs
(Ert & Erev2013). A somewhat later quantitative meta-analysis found weak overall evidence of any
loss aversion (Walasek et al. 2018). However, the review’s authors also lamented the poor quality
of the methods and reporting in many studies, which made it unclear whether loss aversion did not
exist or was lost in the noise. The decision by sampling (DbS) model estimates loss aversion (and
other CPT parameters) by assuming that people make decisions by sampling their evaluations
of previous options from memory and comparing them to the options in experimental choices
(Stewart et al. 2006, 2015). Drawing on cognitive psychology, DbS also posits task features that
can affect the sampling and comparison processes. Those features include aspects of the options
(e.g., the distributions of outcomes and probabilities) and the task (e.g., the time allowed to reflect
on the choice).

Sensitivity to task features means that parameter estimates may not be comparable for studies
that offer different choices or present the same choices in different ways. One such task feature
is whether outcomes are described, in summary form (e.g., % chance of winning a y amount of
dollars), or experienced, with people observing a set of trials before making their own choices.
One proposal holds that people rely on unduly small samples when making such experience-
based choices, which leads them to underweight small probabilities, contrary to the predictions
of CPT, which is typically studied with description-based choices (Hertwig et al. 2004). Although
initial descriptive studies appeared to support that hypothesis, a formal analysis concluded that
the experience-sampling process produced different gambles than the ones described by CPT,
rendering the comparison moot (Hadar & Fox 2009).

Using information theory to assess how well a set of choices can reveal decision weights,
Broomell & Bhatia (2014) concluded that the stimuli commonly used to provide experience can-
not, in principle, be used to estimate the CPT parameters. As a result, those stimuli could not
reveal the underweighting of small probabilities, even if it were to occur. This analytical approach
has allowed reanalysis of existing studies that compared decisions by description and by experi-
ence (Kellen et al. 2016) and has guided the design of tasks that could allow estimating decision
weights for experience-based choices in studies that found less sensitivity to probabilities than
with description-based choices (Glockner et al. 2016).
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Like most behavioral decision research, description-based choices involve one-time decisions.
Experience-based choices revive the field’s early interest in repeated decisions, including both se-
quential decisions, in which information accumulates over time, and dynamic decisions, in which
choices can affect the options faced in future rounds. However, as noted in the third Annual Review
of Psychology article on decision-making research, determining the optimal solution for repeated
choices can be daunting for researchers and impossible for research participants (Rapoport &
Wallsten 1972). An alternative research strategy engages people in multiple-play computer sim-
ulations and then compares their behaviors with the results of having the computer apply well-
defined choice strategies. Soon after such simulations became technically possible, Brehmer (1992)
and his colleagues created one for fighting forest fires, which appeared to engage its sponsors, the
Swedish Armed Forces, which could see analogies with their own domain, without quibbling about
technical (military) details. The price to pay for such verisimilitude is having to derive solutions
experientially rather than analytically (Kahneman & Klein 2009). More recent dynamic decision-
making research has linked tasks to theories of cognitive processes (Gonzalez & Mehlhorn 2016,
Mohan et al. 2017).

Thus, with choice, as with judgment and preference, the commitment to characterizing tasks in
analytical terms has allowed researchers to pool results across diverse tasks, revealing both general
trends and variation. The next two sections consider research addressing two possible sources
of variation: individual differences and life-span changes in decision-making competence. These
studies, too, reflect the increased heterogeneity of the field’s methods, tasks, and perspectives.

INDIVIDUAL DIFFERENCES

Individual differences played little role in early behavioral decision research. One reason was that
researchers focused on how people, in general, behave. That focus encourages research that varies
tasks across studies rather than standardizing them, as required for individual-difference mea-
sures. A second reason was that the tasks were not understood well enough to take advantage of
the precision of decision science constructs, compared to the bewildering richness of constructs
for personality (Ashton et al. 2004) and cognitive style (Pashler et al. 2009). A third reason was
that early studies found so little evidence of individual differences in risk-taking propensity (Slovic
1964) and cognitive style that Huber (1983) recommended abandoning the search, absent a break-
through in theory or method (and then followed his own advice).

One such breakthrough arose from recognizing that people who take risks in one domain
(e.g., health, sports, research) need not take them in others (e.g., investment, child care). That
insight underlies the Domain-Specific Risk-Taking (DOSPERT) scale, which can be adapted to
specific domains in ways that facilitate comparisons across them (Weber et al. 2002). The Medical
Maximizer-Minimizer Scale (MMS) focuses on a single domain, asking whether people describe
themselves as trying to find the best possible option or just an adequate one when making medical
decisions (Scherer et al. 2016). Jackson et al. (2017) offer a battery of measures assessing both
decision-making style and performance.

Our own research, developing individual-difference measures of decision-making competence
(DMCQ), illustrates such studies. Our measures used tasks selected from experimental studies of
judgment, preference, and choice. Those tasks used both accuracy and consistency performance
standards and differed enough to reduce shared-method variance (Podsakoff et al. 2012). A youth
version (Y-DMC) was administered at the age-18 assessment to participants in a longitudinal study
of the Center for Drug and Alcohol Research (CEDAR), which followed them from age 10 to
age 30 (Tarter & Vanyukov 2001). Scores on the main Y-DMC factor correlated with CEDAR
measures in ways that affirmed the tasks’ external validity—and, by implication, that of the research
literature from which they were drawn (Parker & Fischhoff 2005).
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Y-DMC scores were higher for CEDAR participants who were fortunate enough to have
grown up in conditions that might model and reinforce good decision making, including higher
socioeconomic status, greater social support, more positive peer environments, and lower risk
status (defined as not having a father with a substance abuse problem). Y-DMC scores were
lower for CEDAR participants who behaved in ways that suggest poor decision making. Those
behaviors included antisocial disorders, delinquency, marijuana use, and having multiple sexual
partners. Y-DMC scores were also higher for participants with higher scores on tests of fixed and
fluid intelligence. However, the general patterns remained in semi-partial correlations controlling
for those scores. An adult version of the measure (A-DMC) showed similar patterns (Bruine de
Bruin et al. 2007). When administered to CEDAR participants at their age-30 assessment, scores
on A-DMC and Y-DMC (from age 18) correlated 0.50, suggesting stable individual differences
(Parker et al. 2018).

In these studies, neighborhood disadvantage (at age 10) was the strongest predictor of both
Y-DMC and A-DMC scores, both with and without controlling for the intelligence scores. That
result is consistent with the diverse evidence that Mullainathan & Shafir (2013) assembled in argu-
ing for the pervasive negative effects of resource constraints on decision making. Understanding
the role of such social factors in decision making is an important topic for future research. For ex-
ample, how do perceptions of opportunity and discrimination affect how people acquire and apply
their decision-making skills? How do their decisions reflect their perceived ability to recover from
the misfortune that sometimes awaits even the best decisions and decisions that require making
the best of a bad situation (Hall et al. 2014)?

CEDAR provided an unusual opportunity to track changes over time. The next section de-
scribes cross-sectional research, examining the developmental course of decision making by com-
paring individuals in different age cohorts.

LIFE SPAN

The correlation between DMC scores at ages 18 and 30 showed consistency in relative perfor-
mance. However, the two tests (Y-DMC and A-DMC) were sufficiently different that we did not
compare absolute scores and therefore did not ask how much better (or worse) CEDAR partici-
pants had become as decision makers over that period. However, an increasing number of studies
have administered the same tasks to people of different ages and then compared their performance.
Researchers have focused in particular on adolescents, hoping to help them survive vulnerable
years, and on the elderly, hoping to help them live out their lives with dignity (Hess et al. 2015,
Reyna et al. 2012).

One widely cited claim about adolescents echoes folk wisdom in holding that they have an
irrational sense of personal invulnerability (Elkind 1967). In examining such claims, behavioral
decision research begins by analyzing teens’ decisions. That analysis can clarify when and why
teens and adults see decisions differently and make different choices, given their different beliefs
and preferences. It can also clarify how teens’ decision making interacts with other aspects of their
lives. For example, impulsiveness, sometimes linked to the teen brain, might undermine teens’
decision making, if it leads them to act against their own best judgment. However, poor decision
making might also invite impulsiveness, if it leads teens to drift indecisively from situations where
deliberation is possible to situations where emotions dominate.

In an example of a study adopting this perspective, Goldberg et al. (2009) had teens judge
the risks and benefits of trying marijuana. A priori, teens who decide to try marijuana might be
impulsive or have an exaggerated sense of personal invulnerability. However, the best predictor
of trying marijuana proved to be whether teens believed that marijuana would prove so good that
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they could not stop using it. Teens who did not realize that possibility would have a failure of
affective forecasting. A health message for reducing that risk might, paradoxically, emphasize how
unimaginably good marijuana can be for some people, who cannot know until they try.

In addition to offering analytical tools, theoretical perspectives, and measurement methods
that complement other approaches to studying teens, behavioral decision research also imposes a
discipline: Understanding any decision begins by analyzing how fully informed individuals would
view it in terms relevant to their values (Fischhoff 1996, 2008). That discipline can reveal issues
that might otherwise be missed. For example, by identifying what they called the “risk in the
benefit” of marijuana, Goldberg et al. (2009) raised the question of how to convey the addictive
potential of marijuana to people who have never tried it. Would it help to point to other behaviors
that some people find too good to stop (e.g., drinking, smoking, exercising, eating donuts)? What
do people infer when others claim that they could stop but never do? What are the risks and
benefits of teens’ heightened sensitivity to peers’ feelings and responses?

The discipline of analyzing decisions can also reduce the risk of a rush to judgment when assess-
ing the competence of individuals whose choices appear suboptimal. The stakes riding on teens’
perceived ability to make sound choices can be high (Blakemore 2018, Casey 2013, Salekin 2015).
Justice Antonin Scalia criticized the American Psychological Association (APA) for highlighting
teens’ competence in a case regarding reproductive rights and teens’ incompetence in a case re-
garding adjudication as adults for violent offenses [Roper v. Simmons (2005), dissenting opinion].

In principle, both APA claims could be valid (Steinberg et al. 2009). The teens and the decisions
in the two cases are very different. However, evaluating those differences requires detailed analysis,
considering teens’ options, goals, beliefs, and constraints before making general claims about their
DMC and affective control. That analysis would ask, for example, how social coercion affects teens’
options, how trustworthy their information sources are (and appear to be), and what safety net
backstops the experimentation essential to their development. A decision science perspective could
also help clarify the self-regulatory processes studied by developmental psychologists (Blakemore
2018, Casey 2013).

The promise of such collaboration can be seen in an application of fuzzy-trace theory (Reyna
2012), which asks how people extract the gist of a decision, to a sexual behavior program (Reyna
& Mills 2014). Teens’ understanding improved when the program added modules giving the gist
of cognitively difficult issues [e.g., “Even low risks add up to 100% if you keep doing it” (Reyna
& Mills 2014, p. 1633)]. Another example is applying decision science principles to the forensic
evaluation and treatment of juveniles (Salekin 2015). In these examples, as in the interventions
described below, decision science addresses only one element of a complex setting. If basic research
results fail to replicate, it could mean that they are not true or that they are overwhelmed by factors
held constant in basic research, like orchids that wilt outside restricted conditions.

Studies of aging have also surged in recent years, prompted by concern for an aging population
and aided by the relative ease of studying older people compared to teens. Whereas studies of teens
have focused on how they acquire decision-making skills, studies of aging have focused on how
people lose them (Levy et al. 2018). Whereas teens are often viewed as failing or flailing in a
supportive world, aging adults are often seen as struggling in a hostile one (Ross et al. 2014).

Here, too, shared concerns have prompted unusual collaborations among fields as varied as
neuroscience, learning, memory, intelligence, emotion, health behavior, and dyadic relationships
(Hess etal. 2015). Here, too, discerning the roles of multiple processes can be challenging. One in-
tegrative study used structural equation modeling to assess how performance on decision-making
tasks was related to changes in sensory functioning, processing speed, and education. It found that
age-related decline in working memory was a strong predictor of performance decrements, even
after controlling for other factors (Del Missier et al. 2015).
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Age groups are heterogeneous, meaning that caution is needed when generalizing about them.
With that proviso, current results might support some guarded conclusions: By the mid-teen
years (15-16 years of age), adolescents appear to have acquired the (imperfect) cognitive decision-
making skills of adults. They possess knowledge of varying quality, depending what they have
experienced and been taught, and whose word they trust. They have less control over their emo-
tions and social environment, potentially compromising the balance of reason and passion in their
choices. They have greater need and desire for experience and experimentation (Reyna etal. 2012).

As people age, they appear to retain their basic decision-making skills, barring health-related
impairment. However, their proficiency in applying those skills may decline for tasks requiring
complex mental operations. On the other hand, for familiar decisions, they may have learned
what to choose and how to live with the outcomes. They may, however, be just as vulnerable for
unfamiliar ones (Hess et al. 2015, Ross et al. 2014).

These collaborations between decision science and developmental psychology appear mutually
beneficial. The former offers analytical methods for characterizing decisions and theoretical per-
spectives for interpreting behavior. The latter offers understanding of decisions’ social, affective,
and physiological context. Advances in neuroimaging and comparative (interspecies) psychology
have spurred research using decision-making tasks suited to those research settings (Blakemore
2018, Casey 2013). Deeper involvement of decision scientists might aid in interpreting results and
designing tasks.

One topic for future research is how the decisions that people face vary across the life span.
That research could ask when teens’ apparent failings reflect not less decision-making competence
but more difficult choices, as they learn to deal with school, careers, relationships, sexuality, avo-
cations, drugs, alcohol, and more. In that light, the fairest intergenerational comparisons might be
with major new choices. For older people, those choices might include retirement, serious illness,
downsizing, and loss. A second promising area is research on children and infants, which lost two
creative researchers in their prime, Janet Jacobs (Jacobs & Klaczynski 2005) and Vittorio Girotto
(Girotto & Gonzalez 2008). A third is applying decision science to the elusive concept of wisdom
as expressed at different ages (Grossmann 2017).

APPLICATIONS
Improving Decisions and Decision Making

Decision science interventions seek to empower people to make sound, independent choices and
to provide needed protections when that proves impossible. Its interventions can be evaluated in
two ways. One is seeing whether they lead to people making better choices. The second is seeing
whether they lead to people having better decision-making processes, from which better choices
should follow.

The first strategy also underlies libertarian paternalist interventions, which manipulate indi-
viduals’ choice architecture to induce better choices, defined as those that would be made by fully
informed, rational individuals (Thaler & Sunstein 2008). Such interventions would, for example,
make organ donation the default option only for people whose survivors will accept that choice
without having had a family consultation. They would invoke social norms to encourage health
behaviors (e.g., diet, vaccinations) only for people who have the resources to adopt them and
a safety net should things go wrong. They would direct retirement savings to the stock market
only for people whose expected financial returns outweigh the expected psychological cost from
experiencing market corrections and the economic risk from being in the stock market when the
funds are needed.

Analyzing each target individual’s decision is, however, too demanding for most interventions.
Medical decision-making researchers pursue a more modest but still ambitious goal: identifying
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the best choices for modal patients (Schwartz & Bergus 2008). They use standard gambles to elicit
health state preferences and combine them with medical knowledge to identify the choices that
fully informed, rational patients would make. They address patient heterogeneity with sensitivity
analyses, repeating the calculations with values drawn from the distributions of patient conditions
and preferences (Basu & Meltzer 2007). They may also create decision aids, letting patients explore
the decision space themselves (Ott. Hosp. 2019).

In order to measure health states better, the National Institutes of Health has created an in-
ventory of psychometrically validated self-report scales, available online at no cost, with adap-
tive testing for efficient administration (Cella et al. 2007). That initiative, called PROMIS®, was
prompted by a proliferation of outcome measures of widely varying quality, which had reduced
comparability across studies (e.g., different ways to elicit self-reported pain or cognitive function-
ing). More recently, PROMIS has applied decision science methods to estimate utilities for seven
of its domains (e.g., sleep quality, social functioning) for use in health-care policy analyses (Dewitt
etal. 2018).

The alternative to promoting better choices is promoting better decision-making processes,
as defined by performance on judgment, preference, and choice tasks. Such interventions have
been tried ever since researchers realized that people are imperfect decision makers (Slovic et al.
1977). One natural strategy is warning people about biases. Unfortunately, such warnings appear
to have limited value (Milkman et al. 2009). People may lack the cognitive structures or capacity
needed to act on them; or they may neglect warnings in situations that evoke intuitive, rather than
reflective, decision making. They may also consider themselves immune to bias, once they have
learned about the error from observing others’ behavior (Kahneman 2011, Kahneman & Klein
2009).

However, it has long been known that people can master some skills when provided the condi-
tions needed for learning: prompt and unambiguous feedback, proper incentives, and instruction
in unintuitive processes (e.g., how risks mount up over time). Individuals who have such condi-
tions, such as weather forecasters (Murphy & Winkler 1974) and financial auditors (Tomassini
etal. 1982), have sometimes been found to produce reasonably well-calibrated confidence assess-
ments. The next two sections describe interventions designed to create those conditions for people
who do not have them.

Confidence Assessment: The Good Judgment Project

A common finding in calibration studies is that confidence and knowledge are positively, but im-
perfectly, correlated, such that people tend to be overconfident with hard tasks and underconfident
with easy ones. The behavioral and statistical properties of that pattern have been vigorously stud-
ied and debated (Budescu et al. 1997, O’Hagan et al. 2006). There is little controversy, though,
about the poor conditions for learning that everyday experience provides. Judgments are not ex-
plicit. Feedback is delayed and scattered. Bravado may be rewarded, rather than candor. It is es-
pecially hard to accumulate the experience needed to calibrate very strong (or weak) confidence,
which entails estimating small probabilities of being wrong (or right) (Wickelgren 1977).
Building on an early study (Lichtenstein & Fischhoff 1980) in which calibration improved with
concentrated feedback (200 judgments per round, personal discussion of results) and generalized
beyond training tasks, the Good Judgment Project created a landmark training effort (Atanasov
et al. 2017, Moore et al. 2017). It recruited thousands of individuals, many with substantive
expertise, to provide probabilistic forecasts for hundreds of geopolitical events and then receive
structured feedback. Rather than replicating any single laboratory study, the investigators drew
on any theory, method, or result that they thought might be useful. For example, they provided
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feedback with a scoring rule that distinguished three aspects of performance: how much people
know (knowledge), how well they can distinguish levels of confidence (resolution), and how well
they can assign numerical values to those levels (calibration). The study advised participants to
use models in order to reduce their cognitive load and improve their reliability. It defined events
precisely enough that their occurrence or nonoccurrence could be observed, as required for
meaningful feedback. It also took advantage of its large sample to compare variants on its basic
intervention.

The Good Judgment Project found that (#) a brief, intense dose of training, coupled with
scoring-rule feedback, produced sustained improvements; (b)) remote interaction with other par-
ticipants helped somewhat; (¢) individual differences were stable enough to reveal superforecasters;
and (d) people who joined, and stayed, in the study were better calibrated than participants in most
previous studies (Atanasov et al. 2017, Moore et al. 2017). Given the central role of expert judg-
ment in policy analyses (see below), these results have important practical implications (see also
Dhami et al. 2015, Morgan 2017, O’Hagan et al. 2006).

Diagnostic Decisions: Night Shift

Another sustained training effort applied decision science to address a costly failure of expert judg-
ment (Mohan et al. 2012, 2017): Despite continuing efforts by the American College of Surgeons
(ACS) and others, 60% of severely injured patients who present at local hospital emergency de-
partments (EDs) are not transferred to major medical facilities that can provide needed care. An
archetypal case is an older person who has fallen, with no obvious injuries but suspected intracra-
nial bleeding as cause or effect of the fall. Rather than transfer the patient, the local hospital orders
a computerized axial tomography (CAT) scan, even though a confirmatory result will arrive after
the golden period for transfer has passed.

In signal detection theory (SDT) terms (Lynn & Barrett 2014), flawed transfer decisions could
reflect poor discrimination ability or poor decision rules. ED physicians might have poor dis-
crimination ability because diagnostically difficult (as opposed to medically difficult) cases are
rare and because they receive limited feedback on what happens after patients leave the ED. ED
physicians might have poor decision rules because they are under financial pressure to keep pa-
tients or because they want to demonstrate their skill, not realizing that their expertise cannot
compensate for their hospital’s limited ability to provide aftercare. A study asking ED physicians
to evaluate detailed (anonymized) patient records found that some had good discrimination but
poor decision rules, whereas others had good decision rules but poor discrimination (Mohan et al.
2012).

The heterogeneity in physicians’ performance means that any general intervention would have
to serve physicians with diverse discrimination abilities and decision rules. To that end, Mohan
etal. (2017) created two serious games designed to improve physicians’ use of the representative-
ness heuristic (Tversky & Kahneman 1974) when assessing case severity, a criterion capturing both
discrimination ability and decision rules. Presented online, both interventions sought to make
atypical severe cases (e.g., an older person falling) seem more representative of the underlying
pathology. Both provided feedback missing from physicians’ normal experience. They differed in
the learning theories that guided their design (narrative engagement versus analogical reasoning).
Both improved performance on a third simulation, which was administered both immediately af-
ter training and six months later, compared to equal doses of traditional (ACS) training. Whether
that improvement extends to clinical practice is an open question, and one that may be hard to
answer, given the many factors affecting actual performance. In another domain, Canfield et al.
(2017) found it impossible to evaluate anti-phishing training externally, despite having detailed
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records from spyware installed on computers (with their users’ permission). They found that users’
vulnerability to malware depended on factors unrelated to users’ vigilance, such as their choice of
computer, browser, Internet service provider, or automatic updates.

Both the Good Judgment Project and the serious games for ED physician interventions reflect
the same basic learning principles: People acquire skills best when they receive good feedback
about their performance, direct instruction about unintuitive patterns, opportunities to practice,
and appropriate incentives. The success of both interventions required attention to myriad details,
such as how well the Good Judgment Project communicated its scoring rules and how well the se-
rious games implemented representativeness. As a result, both required collaboration with practi-
tioners who could provide substantive knowledge (e.g., about world events, trauma), recruit expert
participants, design engaging interfaces, and collect secure data. Had the interventions failed, the
theory might have been flawed or its implementation might have been undermined by not getting
one of those components right. The concluding section of this review discusses the conditions
that foster such collaboration.

COST, RISK, AND BENEFIT ANALYSES

US Presidential Executive Order 12291 requires cost-benefit analyses for all federal policies with
expected economic impacts over $100 million. Regulations in many countries require quantitative
risk analyses (e.g., for policies affecting air and water pollution). Private sector organizations of-
ten commission quantitative analyses for internal or external consumption. Decision science has
played three interrelated roles in such analyses: (#) improving the expert judgments that shape
them, (§) translating human behavior into analytic terms, and () communicating between organi-
zations and their stakeholders (e.g., consumers, regulators, investors, voters). The following sec-
tions illustrate each role, focusing on analyses intended to inform public policies.

Judgment in Analysis

The combination of analytical and empirical approaches allows decision science to address the
two kinds of subjectivity found in any analysis: expert judgments in assessing its inputs and value
judgments in setting its terms (Fischhoff & Kadvany 2011). Both contributions have benefited
from early collaboration between psychologists and management scientists in creating decision
analysis (Raiffa 1968, von Winterfeldt & Edwards 1986), which elicits decision makers’ beliefs
and preferences as inputs to calculating the expected utility of choice options. Medical decision
aids (Ott. Hosp. 2019) are a form of decision analysis.

These collaborations positioned decision scientists to be active players when risk analysis
emerged as a field in the 1960s and 1970s (Fischhoff 2015). They were among the founders of
the Society for Risk Analysis in 1981. The US Nuclear Regulatory Commission turned to them
(among others) when its technical analyses did not convince the public that nuclear power had ac-
ceptable risks (Fischhoff et al. 1981). Decision scientists were also early contributors to analyzing
and communicating the risks of climate change (Chen et al. 1983).

Risk analyses decompose complex processes (e.g., nuclear power plants, terrorist attacks, sea-
level rise) into more knowable parts. When data are available (e.g., valve failure rates), they can
be used as model inputs. When they are not, expert elicitation can be used to provide disciplined
judgments. The Good Judgment Project elicited judgments for discrete events from many indi-
viduals; more intensive methods include interactive computer programs and day-long interviews
that guide experts in reflecting on the internal consistency of their judgments (Morgan 2017,
O’Hagan et al. 2006). These methods assume that experts are like everyone else once they run out
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of evidence and must rely on judgment. Testing that assumption is an important topic for future
research.

Decision science has two roles in studying the value judgments found in all analyses. The firstis
identifying them. For example, defining risk (or benefit) is inherently value laden. A risk analysis
(e.g., for a hazardous waste facility) could consider just mortality or also morbidity. Mortality
estimates could consider just the expected number of fatalities or also the expected number of life-
years lost with those deaths (a measure that gives greater weight to deaths of younger individuals).
An analysis could consider (or ignore) whether risks are borne by people who do not benefit from a
policy; it could consider (or ignore) when deaths might occur and whether to discount future lives;
it could focus on identifiable lives or statistical ones (Slovic & Slovic 2015); and so on. Decision
science has helped make these issues part of public discourse and analytical practice (Fischhoff
2015, Morgan 2017).

Decision science’s second role is resolving those value issues. For quantitative outcomes, it has
contributed preference elicitation procedures (see above). For more qualitative aspects of risk,
psychometric studies have identified dimensions of concern, with the most common being dread
and uncertainty (Glassman-Fox & Weber 2016). These dimensions are often treated as irrational;
however, they can be legitimate bases for public policy. Policy makers might care about the psycho-
logical (and physiological) consequences of feelings of dread (Slovic 2001). They might wonder
whether lay observers’ sense of uncertainty suggests problems that analysts do not see or acknowl-
edge (Broomell & Kane 2017).

Human Behavior in Analysis

Human behavior affects the costs, risks, and benefits of many policies. However, even when an-
alysts recognize its relevance and accept behavioral science as a source of evidence (which not
all analysts do), they still need its results in analysis-friendly terms. SD'T is one way to satisfy that
need (Lynn & Barrett 2014). As noted above, SD'T characterizes performance in terms of how well
individuals can detect signals and the decision rules they use when translating those perceptions
into observable behavior. For analysts, SDT provides quantitative estimates (e.g., false-negative
rates) to use in their calculations, including perhaps how those estimates vary across individuals
and are affected by interventions (e.g., Mohan et al. 2012, 2017).

Originally applied to vigilance tasks (e.g., “Is that radar blip a hostile aircraft?”), SDT can
be used for decisions in many noisy environments. Thus, SDT estimates for triage transfer deci-
sions could inform policies for allocating resources and reimbursing providers (Mohan et al. 2012).
Swets etal. (2000) provide examples as diverse as mammography, HIV screening, and metal fatigue
detection. SDT estimates could also be used as feedback (e.g., “Here’s what you are missing,” or
“Don’t be so cautious”) and inputs to system design (e.g., “We need second opinions”). Canfield
& Fischhoff (2018) show how SDT estimates of computer users’ susceptibility to phishing at-
tacks could inform cybersecurity risk analyses (e.g., spear-phishing for a weak link, as when John
Podesta’s email was hacked to gain access to the Democratic National Committee’s files during
the 2016 election campaign).

One application used SDT to estimate undergraduate men’s discrimination ability and decision
rules when assessing young women’s sexual intent (Farris et al. 2008). Those estimates could in-
form campus policies, by showing the extent to which young men miss signals or choose to ignore
them. So, too, could the finding that alcohol consumption had different effects for interpreting
behavior and clothing (Farris et al. 2010). Decision science has also been used to extract the policy
implications of research into the effectiveness of self-defense measures (Fischhoff 1992).
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Communication

Successful policies require two-way communication, both within organizations and with those
affected by their policies. Decision science has played an active role in studying and improving
the content, structure, and process of such communications. Three examples will illustrate the
opportunities to affect and learn from these processes.

Intelligence analysis. The Good Judgment Project’s sponsorship by the Intelligence Advanced
Research Project Agency (IARPA) is one example of the sporadic contacts between the intelli-
gence community and decision science. The opportunities could be seen in a classic essay on the
limits to verbal quantifiers (e.g., likely) written by Kent (1964), a founder of US intelligence anal-
ysis. One key juncture in connecting research and practice was a project examining the analytical
processes contributing to Israel’s vulnerability to the surprise attack in the 1973 war, conducted
for Israel’s Ministry of Foreign Affairs (Lanir & Kahneman 2006). The project led to a collabo-
ration with Heuer (1999), a veteran CIA staffer who introduced decision science to the agency’s
training, procedures, and software. That connection facilitated sponsorship, by the director of the
National Intelligence’s Office of Analytical Integrity and Standards, of a National Academy of
Sciences consensus report on applying decision science to intelligence analysis (Natl. Res. Counc.
2011). That report supported IARPA’s behavioral initiative. NATO has a working group on com-
municating uncertainty in analysis (Ho et al. 2015), and the US Navy now has a chief decision
scientist (Lerner 2019).

Drug regulation. When evaluating new drugs, the US Food and Drug Administration (FDA)
needs transparent communication, both within the agency and with its external stakeholders (pa-
tients, providers, producers, advocates). To meet that need, FDA (2018) restructured its decision-
making processes for evaluating pharmaceuticals and biologics around a benefit-risk framework
grounded in decision science principles. Those principles include distinguishing between scien-
tific and value judgments, encouraging the expression of uncertainty, and accommodating diverse
forms of evidence. FDA could apply decision science because it had staff who knew the science and
could translate it into agency terms. Those staff members were also instrumental in creating FDAs
statutory Risk Communication Advisory Committee and its Strategic Plan for Risk Communica-
tion (Fischhoft 2017). They could not, however, overcome the regulatory inertia that stalled the
adoption of a drug fact box based on decision science principles (Schwartz & Woloshin 2013).

Climate change. Although engaged with climate change since the late Carter administration
(Chen et al. 1983), social, behavioral, and decision scientists had little role in communicating
their results until the late George W. Bush administration—when the limits to letting the sci-
ence speak for itself became painfully evident. Signs of change include Nature Climate Change
(https://www.nature.com/nclimate/) as the first Nature publication to invite behavioral re-
search; three National Academy of Sciences colloquia on the science of science communication,
initiated by Ralph Cicerone, the Academy’s president and a distinguished climate scientist; a com-
munication guide commissioned by the Intergovernmental Panel on Climate Change (Corner
et al. 2018); the prominence of behavioral research at Yale Climate Connections, Climate Cen-
tral, Climate Advocacy Lab, and other initiatives (e.g., van der Linden et al. 2018); and growing
climate- and energy-related research (e.g., Wong-Parodi et al. 2016).

Psychology has long played a role in implementing policies aimed at helping people to eat
better, save more, stop smoking, or get along with one another. These decision science applications
reflect growing roles in setting policies. Those roles include communicating public concerns to
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policy makers and policies to the public, constraining policies with realistic assessments of human
behavior, and structuring policy-making processes. By speaking the language of policy analysis,
decision science has been able to translate other psychological research into policy- and analysis-
relevant terms.

CONCLUSION

After briefly describing the intellectual roots of behavioral decision research (or decision science),
we have reviewed research into the essential elements of all decisions (judgment, preference, and
choice), differences across individuals and the life span, and practical and policy applications. One
emerging theme, most obvious in the final sections of this review, is that science and society make
progress together through two bridging activities, which Baddeley (1979) called applied basic psy-
chology (seeing how theories fare in real-world settings) and basic applied psychology (domesti-
cating phenomena observed in those settings for basic research). A second emerging theme is that
the field has increased the heterogeneity of its tasks, methods, theories, and participants, partly
due to these engagements.

A distinctive feature of decision science is analyzing tasks before attempting to describe how
people approach them or designing interventions. The benefits of analysis include characterizing
diverse tasks in common terms, thereby allowing general patterns to emerge; having clear stan-
dards for evaluating performance (and claims of bias); and being able to communicate with people
from other analytically oriented fields, such as natural scientists wary of social science and policy
analysts unsure how to use behavioral evidence.

One possible limit to this strategy is creating tasks that are analytically sound but cognitively
intractable (e.g., standard gambles with unfamiliar health states). However, when researchers are
alert to that possibility, such failures can be productive theoretically, by prompting attempts to
explain anomalous behavior, and methodologically, by prompting use of research methods that
are better suited to discerning fundamental differences in how people construe tasks.

A second possible limit is placing undue emphasis on anomalies. In psychology, as in other
sciences, problems can be a source of insight, as when they constrain the set of heuristics to ones
that could produce a pattern of biases. However, the focus on problems can create a bias meme,
whereby people are seen as the sum of their failings and their capabilities are obscured.

A third possible limit is excluding researchers who are less comfortable with analysis. Fortu-
nately, there are many efforts to reduce barriers to entry by explaining analytical concepts in ways
that emphasize conceptual, rather than technical, mastery. Lynn & Barrett (2014) offer such an
introduction to SDT, as do Fischhoff & Beyth-Marom (1983) for Bayesian inference, Ert (2018)
for the likelihood principle, and Kaplan (2011) for operations research. The Open Science Frame-
work (https://osf.io/) and Cochrane Collaboration (https://www.cochrane.org/) provide acces-
sible tutorials on many topics.

The decision science strategy, integrating analytical and behavioral research, has brought psy-
chologists into domains that include climate change, intelligence analysis, risk management, and
health-care policy. That engagement has repaid some of psychology’s debt to the society that has
supported it, while enriching its science with new problems, evidence, and collaborators. It has
often required psychologists to play three, sometimes unusual, roles. The first role is represent-
ing all of psychology, and not just their own specialty or theory, in settings where they may be
the only psychologist (or even the only scientist) present. The second is serving as translators for
colleagues who find applied settings unfamiliar and perhaps even uncomfortable. The third is cre-
ating sustained relations with decision makers, in order to learn their concerns, earn their trust,
benefit from their expertise, and be better able to help them. When we meet these conditions, it
can be good for science and society.
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1. Decision science provides unique opportunities for integrating analyses of decisions and
empirical studies of decision makers.

2. Decision science has gradually increased the heterogeneity of the people and tasks it
studies, as well as the diversity of its methods.

3. Sustained relationships with practitioners have brought decision science into applied
arenas and applied concerns into the research.

4. The study of task properties has allowed identifying tasks suited to specific uses (e.g.,
training, measuring individual differences, eliciting expert judgments, choice modeling).

5. Theoretically and methodologically informed interventions can improve individual and
organizational decision making.

6. Analyzing tasks allows comparing individuals’ abilities to the challenges facing them and
protects against unsupported generalizations about their competence.

1. Interestin constructed preferences will grow, prompting an increasing use of potentially
reactive methods, such as think-aloud protocols.

2. Analyses of decision-making tasks will continue to improve understanding of their de-
mands, the conditions for attributions of bias, and the opportunities for interventions.

3. Research will further disentangle the effects of experimental design (e.g., stimulus selec-
tion) on research findings.

4. Collaboration with psychologists in other fields will increase understanding of decision
making over the life span.

5. Demand will increase for the application of decision science to strategic political and
institutional decisions, as well as its use to inform repeated decisions.

6. Decision science will play an increasing role in helping people to explain the predictions
produced by crowds, machine learning, and artificial intelligence.
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