
Annual Review of Psychology

Speech Computations of the
Human Superior Temporal
Gyrus
Ilina Bhaya-Grossman1,2 and Edward F. Chang1
1Department of Neurological Surgery, University of California, San Francisco, California 94143,
USA; email: edward.chang@ucsf.edu
2Joint Graduate Program in Bioengineering, University of California, Berkeley and
San Francisco, California 94720, USA

Annu. Rev. Psychol. 2022. 73:79–102

First published as a Review in Advance on
October 21, 2021

The Annual Review of Psychology is online at
psych.annualreviews.org

https://doi.org/10.1146/annurev-psych-022321-
035256

Copyright © 2022 by Annual Reviews.
All rights reserved

Keywords

superior temporal gyrus, phonological processing, categorization,
contextual restoration, temporal landmarks

Abstract

Human speech perception results from neural computations that transform
external acoustic speech signals into internal representations of words. The
superior temporal gyrus (STG) contains the nonprimary auditory cortex
and is a critical locus for phonological processing. Here, we describe how
speech sound representation in the STG relies on fundamentally nonlinear
and dynamical processes, such as categorization, normalization, contextual
restoration, and the extraction of temporal structure. A spatial mosaic of lo-
cal cortical sites on the STG exhibits complex auditory encoding for distinct
acoustic-phonetic and prosodic features. We propose that as a population
ensemble, these distributed patterns of neural activity give rise to abstract,
higher-order phonemic and syllabic representations that support speech per-
ception.This review presents a multi-scale, recurrent model of phonological
processing in the STG, highlighting the critical interface between auditory
and language systems.
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Sound wave: the
variations in physical
air pressure over time
that characterize a
sound
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INTRODUCTION

Speech perception relies on a set of transformations that convert a complex acoustic signal into
discrete and interpretable linguistic units. It is remarkable that humans are able to so easily rec-
ognize and respond to speech input, despite the fact that few physical properties of the acoustic
signal can accurately identify a speaker’s intended message. That is, speech sounds and the content
they correspond to vary substantially depending on temporal and phonological context, speaker
identity, speech rate, and more (Liberman et al. 1952, 1967; Ladefoged & Johnson 2014). Deter-
mining the mechanisms by which the human brain overcomes these challenges to comprehend
the speech signal reliably and flexibly has been the subject of spirited debate over the past century.

Speech sounds can be described by acoustic properties of the physical sound wave, or articu-
latory properties that relate to the way in which the speech sound was formed in the vocal tract
(acoustic and articulatory representations are illustrated in Figure 1).We use the term “phonolog-
ical computation” to refer to the processes that translate these features into meaningful elements
of language. These computations are often nonlinear in that they result in perceptual correlates
that are invariant to physical properties of the acoustic input.They are also dynamic in that speech
representations vary as a function of time, depending heavily on adjacent words and sentence-level
context. These key qualities of phonological computation give rise to a distinct form of auditory
perception that facilitates speech processing.

Classic anatomical lesion studies have long implicated the posterior region of the superior
temporal gyrus (STG) as a critical locus for speech perception and language comprehension
(Wernicke 1874, Geschwind 1970). The STG contains part of the nonprimary auditory cortex
and encompasses the cytoarchitectonically defined Brodmann area 22 and lateral aspects of Brod-
mann areas 41 and 42. Deficits in auditory word comprehension are associated with focal injury
to the dominant-hemisphere STG (usually the left one) (Hillis et al. 2017). Transient functional
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Figure 1

Within- and between-speaker variability pose a challenge to speech comprehension. (a) A higher-pitch speaker produces two instances
of “bat” slightly differently (labeled as utterance 1 and utterance 2), but both speech sequences map onto the same linguistic content.
Key within-speaker differences in the speech waveform and spectrogram representation of the acoustic signal include changes in the
amplitude of the speech envelope, shifted spectral peaks, and different final phoneme durations. (b) The same speaker as in panel a
produces the word “mat.” Corresponding acoustic-phonetic features are shown in the lowest panel, indicating the manner and place of
the articulatory gesture that produces the corresponding sound. (c) A different, lower-pitch speaker than the speakers in panels a and b
produces the word “bat.” Key between-speaker differences in the speech waveform and spectrogram representation of the acoustic
signal include changes in the amplitude of the speech envelope and shifted spectral peaks. Between-speaker variability can be due to
several specific speaker characteristics, such as the length of the speaker’s vocal tract, speaker rate, and accent.

lesions of the same area, using electrocortical stimulation, demonstrate acute behavioral impair-
ments in phonemic and word perception (Boatman et al. 2000, Boatman 2004, Roux et al. 2015,
Leonard et al. 2019) and in sentence comprehension (Matsumoto et al. 2011), without clear effects
on acoustic pure tone discrimination. Converging evidence from neuroimaging studies also sug-
gests that the anterior and posterior regions of the STG play a special role in the neural analysis of
speech (Figure 2a). The STG is responsive to speech over nonspeech sounds (Zatorre et al. 1992,
Binder et al. 2000, Benson et al. 2001, Humphries et al. 2014) as well as intelligible over nonin-
telligible speech (Overath et al. 2015). In contrast, the primary auditory cortex does not appear to
exhibit similar selectivity or specialization for speech sounds (Hamilton et al. 2020).

Although numerous lesion and functional imaging studies have suggested that the STG plays a
crucial role in phonological processing, they do not reveal the cortical mechanisms that underlie it.
It remains unclear how the spatial, temporal, and spectral properties of neural activity, as a neural
code, represent specific properties of speech. With the advancing technologies that allow for the
dynamic measurement of brain activity at high resolutions, researchers are able to address what
elements of speech are represented by neural activity and how.

In this review, we address the recent discoveries enabled by high-resolution cortical electro-
physiology that contribute to our mechanistic understanding of speech processing.Direct cortical
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ECoG enables high-resolution recording of neural activity in the nonprimary auditory cortex. (a) This panel illustrates the anatomical
boundary of the STG. The color gradient represents the functionally differentiated posterior and middle regions of the STG (Ozker
et al. 2017, Yi et al. 2019, Hamilton et al. 2020). (b) Example sentences from the TIMIT corpus are shown at the top, where time from
the most recent sentence onset is marked (Garofolo et al. 1993). Single electrode activity is aligned to the onset of speech and averaged
across all corpus sentences. The cortical responses to the speech stimulus across the STG reveal a wide array of response profiles, even
between responses recorded 4–8 millimeters apart (showing slow sustained cortical response for the electrode labeled E1 and rapid
response to sentence onset for the electrode labeled E2). Abbreviations: ECoG, electrocorticogram; mSTG, middle superior temporal
gyrus; pSTG, posterior superior temporal gyrus; STG, superior temporal gyrus.

neurophysiological recordings allow for high spatial and temporal resolution at the millimeter and
millisecond scales. These parameters are critical, because adjacent recording electrodes even a few
millimeters apart show highly distinct tuning (Figure 2b), and speech units occur on the order of
tens of milliseconds. The ability to simultaneously record neural activity from a densely sampled
cortical region allows researchers to characterize patterns of activity at multiple scales of reso-
lution. This is important for understanding the speech representation at single electrodes and
the emergent properties that arise from responses spread across the population of electrodes. In
particular, we focus on the intracranial electrocorticogram (ECoG) recording of electrical activ-
ity directly from the cortical surface (Chang 2015, Parvizi & Kastner 2018). The high-frequency
band of the ECoG signal, also called high-gamma activity (HGA; 50–200 Hz), recorded from a
single electrode contact is thought to reflect highly local neuronal spiking and dendritic activity
from thousands of underlying neurons (Crone et al. 2001, Steinschneider et al. 2008, Towle et al.
2008, Ray & Maunsell 2011, Leszczyński et al. 2020). The term “local neural populations” refers
in this review to the activity recorded at a single electrode contact.

We begin by defining the role of phonological units in speech processing and review recent
work that describes how these units may be represented by STG cortical activity.We then consider
evidence for nonlinear neural transformations of speech input, including categorization of speech
segments and the normalization of speaker-dependent acoustic properties. Next, we focus on the
dynamic neural computations that enable the extraction of key temporal landmarks for syllable
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Phoneme: any of the
perceptually distinct
units of sound in a
language that
distinguish one word
from another (e.g., b,
m, d, and t in bad, bat,
mad, and mat)

processing and context-sensitive phonological predictions. We argue that distinct patterns of
neural activity, defined by nonlinear and dynamic tuning, give rise to emergent and higher-order
phonological representations. In prevailing theories of speech processing, sounds are converted
into higher-order speech units along a serial, feedforward cortical pathway.The empirical findings
discussed in this review suggest an alternative. In the last section, we present a distributed model
of speech processing in which multiple levels of auditory and phonological representation exist
concurrently across the STG at both the local and the population spatial scales.

STG ENCODING OF PHONOLOGICAL UNITS

Phonological units are elemental speech sounds organized within a linguistic hierarchy. At the
lowest level of this hierarchy is the phonetic feature. Phonetic features are defined by either artic-
ulatory or acoustic properties and are typically binary: A given sample of speech can be described
as a set of features that are either present or absent.The simultaneous presence of several phonetic
features uniquely identifies minimally contrastive units of speech that make up the inventory of
sounds in a given language, or phonemes (Halle & Chomsky 1968). For instance, a /b/ is a sound
produced through voicing (vibrating vocal cords), bilabial (movement of the two lips), and plosive
(the burst of air released after an articulatory closure) features.Any of these phonetic features taken
alone is not linguistically meaningful. In combination, however, they give rise to all consonant and
vowel sounds.

Consonants and vowels are classes of speech sounds with key acoustic differences and can be
described by distinct sets of articulatory features. Consonants are speech sounds in which the
airstream through the vocal tract is partly obstructed.They are characterized by the location (place
of articulation) and the manner in which airflow through the mouth is constricted by articulators
(manner of articulation). Vowels are characterized by an open and unobstructed configuration of
the upper vocal cavity, which is shaped by the location of the tongue in the mouth (high/low,
front/back) and the extent to which the lips are rounded during the production of the vowel
sound.

In natural speech, consonant and vowel sounds occur in highly organized repeated motifs that
define syllables. The main component of a syllable is the vowel nucleus, which can be optionally
preceded by an initial position consonant(s) and/or followed by a final position consonant(s). The
sequencing of consonants and vowels in a syllable is also organized by the general crescendo-
decrescendo trajectory of sound loudness according to principles of sonority. Because vowels are
produced by a relatively more open vocal tract configuration, they are louder and possess peak
sonority. When syllables are strung together in longer utterances, this alternating structure of
consonants and vowels contributes to the rhythm of speech. The peaks and valleys of these loud-
ness modulations make up the amplitude envelope of speech.

Linguists have long sought to pin down a single unit of speech perception that may provide
insight as to how speech is mentally represented (e.g., phonemic or syllabic segments), and many
perceptual and acoustically informed candidates have been proposed. Psycholinguistic studies at-
tempting to address this question have yielded largely inconsistent results due in part to their
use of task paradigms that impose distinct cognitive and linguistic demands (Savin & Bever 1970,
Massaro 1974, Healy & Cutting 1976). Further studies have suggested that the basic perceptual
units of speech depend on age and native language experience (Cutler et al. 1986, Cutler & Otake
1994,Nittrouer et al. 2000). Ultimately, this body of research demonstrates that listeners focus on
different perceptual units depending on the task context. The perceptual strategies employed by
the listener can be optimized to accomplish situation-specific listening goals (Sendlmeier 1995,
Goldinger & Azuma 2003).
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Acoustic-phonetic:
the acoustic and
articulatory
parameters of physical
sound properties that
are important for the
realization of
consonants and vowels

Relatedly, neuroscientists have devoted substantial work to understanding whether there exists
in the brain a clear representation of a single unit of speech perception. ECoG recordings have
revealed that local neural populations in the STG selectively represent acoustic-phonetic features
but no single phonemes or syllables (Mesgarani et al. 2014). In other words, STG-evoked neural
responses are tuned to high-order auditory cues that correspond to the acoustic and articulatory
features found across speech sounds. Neural populations in the STG are particularly sensitive
to the manner of articulation, an articulatory feature that correlates with the greatest acoustic
difference between vowels and consonants and between consonant categories (e.g., fricative versus
plosive). Tuning to acoustic-phonetic features rather than phonemes is observed at the level of
both single ECoG electrode contacts (thousands of neurons) and single neurons in the STG (Chan
et al. 2014, Lakertz et al. 2021).

Acoustic-phonetic features precisely characterize the human phonetic inventory, accounting
for the similarities observed across speech sounds in different languages (Halle & Chomsky 1968).
Together, the distribution of local responses to acoustic phonetic features throughout the STG
contains the information necessary to decode abstract phonemic categories, suggesting that spa-
tial patterns of neural activity in the STG may reflect higher-order perceptual content. Different
phonological units, such as the acoustic-phonetic feature and the phoneme, are thus realized at
two different spatial scales (the local and the population ensemble, respectively). Of note, no cor-
tical area has yet been shown to selectively encode single invariant phonemes or syllables at local
sites.

CATEGORIZATION AND NORMALIZATION

Speech perception requires that complex acoustic signals with continuous spectral and temporal
detail be reduced to a finite set of phonological units that make up words. In this way, it can be un-
derstood as mapping a set of acoustically distinct sounds to the same phonological class, a process
called categorization (Holt & Lotto 2010). These mappings are not only many-to-one but also
one-to-many, as the same speech sound can map to different phonemic classes depending on the
phonological context and the physiology of the speaker (Mann 1980,Mann&Repp 1980, Johnson
2008). The process by which a listener’s representation of a speech sound becomes invariant to
speaker identity is called speaker normalization ( Johnson 2008). Categorization and normaliza-
tion are both nonlinear operations, in that they result in representations of speech sounds that are
predictably distinct from the physical stimulus.

Categorical perception of speech refers to a behavioral phenomenon whereby sounds are dis-
criminable across different sound categories but not within a category.This, too, is a fundamentally
nonlinear perceptual property: Sensitivity to acoustic change depends on how similar a sound is
to a defined sound category (Tuller et al. 2011). This can be observed via psychometric function,
a tool used to describe nonlinearities in speech perception that allows researchers to quantify the
extent to which incremental changes to an acoustic signal alter the perceptual experience.

Categorization, categorical perception, and speaker normalization are critical features of
speech perception that allow for stable perceptual experiences across a wide range of vocalized
sounds.We speculate that categorization of speech could be implemented neurophysiologically in
several distinct ways.One possibility is that local neural populations selectively respond to a single
phoneme, suppressing speaker- and context-dependent acoustic differences that exist within a
phonemic category. Alternatively, local neural populations may respond selectively to specific
acoustic-phonetic features while patterns of activity across multiple local populations exhibit
the higher-order representation of phonemes. Current research on the STG supports the latter
theory; while local neural populations on their own reliably encode acoustic-phonetic features
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or speaker-normalized prosodic features, the activity distributed across populations contains
information necessary to give rise to a categorical representation.We review the evidence for this
claim, focusing our discussion on the encoding of consonants, vowels, and lexical tone categories.

Consonants

In a classic example of categorical perception, Liberman et al. (1957) showed that when partic-
ipants are asked to identify synthesized speech sounds that contain smoothly and continuously
changing spectral content among the voiced plosive sound categories in English (i.e., /ba/, /ga/,
and /da/), their perception of phoneme category changes abruptly rather than gradually. By repli-
cating this experimental paradigm with simultaneous ECoG recording, researchers were able to
determine whether the brain faithfully represents physical stimulus characteristics or the nonlin-
ear patterns that correspond to the listener’s perceptual experience (Chang et al. 2010). Although
the spectral content of the acoustic stimulus was altered linearly (forming a graded acoustic con-
tinuum), the participants reported categorical perception of three distinct phonemes, suggesting
nonlinear perceptual processes. Consistent with the behavioral results, neural activity recorded
from the STG patterned in the same nonlinear and categorical manner. That is, pooled neural
responses were more dissimilar when compared between categories than when compared within
categories. The underlying dimensions driving the neural activity were the onset frequency of
the second spectral peak (labeled F2 in Figure 3) and the magnitude of the spectral transition,
which corresponds to lingual articulatory movements during speech production (Lindblom &
Sussman 2012). Interestingly, a decoding analysis revealed that several neighboring cortical sites
discriminated between different category pairs, underscoring the functional heterogeneity across
the posterior STG. This result suggests that a distributed neural representation of acoustic spec-
tral cues can encode a nonlinearity matching the subjective experience of the listener. Although
it remains unclear whether the neural responses at single cortical sites show strongly nonlinear
tuning to these specific spectral cues, we use this example to speculate as to how a combination of
linear and nonlinear responses to acoustic-phonetic features could represent phonemic categories
through a spatial code (Figure 3).

Temporal cues can also be perceived as categorical. Voice-onset time (VOT) is defined as the
length of time between a stop consonant release (the burst) and the onset of voicing (or vocal
fold vibration). In English, listeners are able to exploit this temporal cue to discriminate between
voiced and voiceless stop consonants, such as the difference between /ba/ and /pa/ (Liberman
et al. 1958, Lisker & Abramson 1964). When the stop consonants VOT is simultaneous, it is
perceived as voiced (/b/, /d/, /g/), whereas a longer VOT (∼50 ms) is perceived as voiceless (/p/,
/t/, /k/). When listening to stimuli with incremental linearly spaced VOT changes, participants
are highly sensitive to changes across a category boundary and generally insensitive to stimulus
changes within a category.

Brain areas including the STG are sensitive to differences in VOT (Steinschneider et al. 1999,
2011; Blumstein et al. 2005; Mesgarani et al. 2014; Fox et al. 2017, 2020). Functional magnetic
resonance imaging (fMRI) studies of VOTperception reveal that the activation of the left posterior
STG is sensitive to how close a VOT stimulus is to a known category boundary (Blumstein et al.
2005,Hutchison et al. 2008), suggesting that temporal speech cues are also categorically encoded.
Until recently it was unclear whether temporal information that discriminates phoneme categories
(e.g., /ba/ versus /pa/) is encoded in the amplitude (similar to spectral cues) or the relative timing
of the neural response. Evidence from a recent ECoG experiment demonstrates that local neural
populations on the middle and posterior bilateral STG encode the temporal VOT cue in the
amplitude of the response, with focal neural populations categorically preferring either voiced
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Figure 3

Patterns of activity across the STG allow for the categorization of phonological units. (a) Single electrodes
(selected electrodes are shown as colored circles labeled E1, E2, and E3) respond to incremental acoustic
change, showing graded linear (E1 and E2) or abrupt nonlinear (E3) monotonic tuning to certain spectral
features (e.g., F2 onset frequency or magnitude of F2 transition). Single electrode responses do not prefer a
phonemic category but are tuned more generally to auditory cues such as the example acoustic-phonetic
features shown in this panel. (b) Schematic depiction of the categorical neural encoding of speech sounds,
derived from patterns of activity across the population. Information distributed across the electrodes
(selected electrodes illustrated in subpanel i) can be used to determine the phonemic category of presented
speech sounds (e.g., /ba/, /da/, /ga/) (subpanel ii) and reflects the perceptual experience of the listener.
Further, overlapping functionality in the neural code (blue and purple circles in the rightmost diagram) may be
important for retaining within-category sensitivities. Abbreviations: F2, second spectral peak; STG, superior
temporal gyrus.

or voiceless sounds (Fox et al. 2020). Notably, neural populations that selectively respond to one
category still show sensitivity to differences among VOT values, but only within the preferred
category. This study demonstrates that a predominantly temporal acoustic cue can be mapped
onto spatially distinct neural populations in the STG that are selective for distinct categories of
voicing.

Vowels

Vowel sounds are generated by the different shapes of the oral cavity, giving rise to resonances at
particular frequencies known as formants.Whereas the fundamental frequency (F0) is determined
by the rate at which the vocal cords vibrate during voiced sounds (with pitch as the perceptual
correlate), the formants are defined by the way in which air resonates in the vocal tract and are
therefore dependent on vocal tract shape. The first formant (F1) corresponds to resonance at
lower frequencies, and the second formant (F2) corresponds to resonance at higher frequencies.
Formants are roughly correlated with the articulatory dimensions that characterize vowel sounds
(i.e., the closeness of the tongue to the roof of themouth in F1, the degree of tongue front-backness
in F2, height, and backness, respectively). Vowels are not perceived as categorically as consonants
are (Pisoni 1973); however, the perceptual vowel space is warped (nonlinearly) toward category
prototypes, which is known as the perceptual magnet effect (Kuhl 1991, Kuhl et al. 1992). In other
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rather than behavior

words, two speech sounds that are both similar to a single vowel prototype are more difficult to
distinguish than sounds that correspond closely to two separate vowel prototypes.As a result of this
effect, vowel sounds are largely perceived discretely as phonemes, and most listeners are unaware
of the underlying two-dimensional formant space.

Importantly, the range of formant values that map to a particular vowel category is variable
and dependent on speaker characteristics (e.g., vocal tract length) (Ladefoged & Johnson 2014).
Speakers with longer vocal tracts produce resonant frequencies that are on average lower than
those of speakers with shorter vocal tracts, and these resonant frequencies include F1 and F2.
In contrast, speakers with shorter vocal tracts produce a higher range of formant frequencies.
Vowel identity cannot be identified based on absolute formant values alone; rather, listeners must
consider relative formant frequencies, or how the formant frequencies for a vowel sound compare
to those for other vowels produced by the same speaker (Ladefoged & Broadbent 1957). As a
result, reliable vowel discrimination and categorization processes rely on speaker normalization,
the process by which listeners’ representations of relevant linguistic content discard irrelevant
speaker-dependent properties ( Johnson 2008).

There is some evidence that vowel category information beyond the physical acoustic features
is represented in the STG and surrounding regions of the auditory cortex. Similar to the neural
encoding of consonants, STG neural populations do not respond preferentially to a single vowel
category nor to a narrowband frequency range (Mesgarani et al. 2014). Rather, STG cortical re-
sponses to vowel sounds rely on complex spectral integration, representing the first two formants
in combination. A majority of single electrode responses in English listeners show strong selec-
tivity for either high-front (low F1, high F2) or low-back (high F1, low F2) vowels. Alone, these
responses are unable to fully discriminate between speech sounds corresponding to distinct vowel
categories. However, the population distribution of single electrode responses contains informa-
tion necessary to decode vowel identity as well as absolute fundamental and formant frequencies
(F0–F4).The critical question then becomes,Do neural populations in the STG represent speaker
identity and absolute formant information separately? Or does the neural activity recorded from
local populations additionally represent speaker-normalized formants that are nonlinearly trans-
formed for the purposes of vowel identification? In an fMRI study comparing STG activation
in a speaker and vowel classification task, Bonte et al. (2014) found that different regions within
the STG are differentially activated in the two task types, indicating a heterogeneous and task-
dependent representation of vowel sounds. This is consistent with the findings of previous fMRI
studies in which speaker and vowel identity were simultaneously decoded from interspersed re-
gions of the temporal cortex (Formisano et al. 2008). Although it appears that distinct cortical
sites are dedicated to representing speaker and formant information separately, these neuroimag-
ing results do not necessarily preclude the existence of speaker-normalized formant encoding in
the STG.

In a recent ECoG study addressing the question of speaker normalization, subjects were
asked to categorize synthesized vowel sounds. Carrier sentences that preceded the synthesized
vowels were produced by either a low- or a high-pitch speaker. In order to test the effects of
speaker normalization, experimenters incrementally increased the absolute value of F1 in the
target vowel sound. For both speaker types, the target vowel sounds with extreme F1 frequencies
corresponded unambiguously to either an /u/ or an /o/. However, the category of vowel sounds
with intermediate F1 frequencies depended on the speaker type. Comparing psychometric and
corresponding neurometric functions derived from STG activity revealed that both behavioral
and neural responses to vowel sounds represented the speaker-normalized formant value (Sjerps
et al. 2019). That is, the neurometric function derived from the STG neural responses over the
range of F1 values shifted in accordance with the dynamic F1 range of the speaker. Whereas
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only a small subset of electrode responses showed consistent effects of speaker-dependent F1
tuning, multivariate decoding over regional electrode responses in the STG showed a strong
speaker-dependent encoding of F1 frequencies. These findings demonstrate that the neural
encoding of vowel sounds in the STG is normalized for speaker type, with reduced sensitivity to
the acoustic details that are irrelevant for determining vowel category.

Intonational Prosody and Lexical Tones

Intonational prosody refers to the changes in speaker pitch that occur over the course of a phrase or
sentence and convey linguistic meaning. However, as is the case for vowel categories, intonational
pitch is dependent on the speaker, such that linguistic meaning is embedded in the normalized rel-
ative pitch patterns of a sentence. For example, in the sentence “Jim likes to ski,” raising the pitch
on the final word may indicate that Jim likes to ski but not to swim. For different speakers, the
raised pitch portion of the sentence likely corresponds to different absolute frequencies, as it is the
relative pitch change that expresses linguistic meaning. In fMRI studies, blood oxygenation level-
dependent (BOLD) activation in the STG depends on pitch change in speech and music (Zatorre
et al. 2012, Allen et al. 2017) as well as on speaker identity (Formisano et al. 2008). Consistent with
these studies, Tang et al. (2017) found that a subset of local neural populations in the middle STG
encodes relative pitch, or the pitch contour normalized for the speaker’s baseline pitch, by trans-
lating absolute pitch into speaker-invariant intonation patterns. This finding demonstrates that
speaker-invariant relative pitch change can be extracted from the speech signal online and rep-
resented locally within single neural populations. The authors also report that populations that
encode relative pitch change are distinct from, but interspersed with, those that encode speaker-
identity (i.e., vocal tract length cued by fundamental frequency) and acoustic-phonetic features
(Formisano et al. 2008, Tang et al. 2017). It remains an open question as to how these function-
ally diverse populations interact with one another in order to generate the listener’s perceptual
experience.

In contrast to English, tonal languages use the pitch contour that occurs over a syllable to
discriminate between words, a cue known as the lexical tone (Howie 1976). Similar to vowels,
pitch contours that map to the same lexical tone category are highly variable across speakers and
situational contexts (Ladd 2008) and are perceived categorically. Neuroimaging studies have in-
dicated that the STG is involved in the processing of lexical tone (Zatorre & Gandour 2008,
Feng et al. 2018, Liang & Du 2018). In an ECoG study exploring the effect of tonal language
experience on STG activity, native English and Mandarin speakers passively listened to natural
Mandarin speech stimuli (Figure 4a). In both native English and Mandarin speakers, the neural
responses recorded at single electrodes in the STG encoded a language-independent represen-
tation of speaker-normalized pitch (i.e., relative pitch and pitch change; Figure 4b). In contrast,
the responses pooled across electrode sites revealed a language-dependent representation warped
toward tone category in native Mandarin speakers (Li et al. 2021). This could be a result of the
relative proportion of local responses tuned to specific pitch changes. Whereas native Mandarin
speakers were found to have local sites tuned to both negative and positive pitch change, English
speakers had predominant tuning to positive pitch changes (Figure 4b,c). In Mandarin, a bal-
anced representation of pitch change in both positive and negative directions is critical for tone
categorization. In English, because pitch information is primarily used for intonational process-
ing, sensitivity to positive pitch changes may be sufficient for speech comprehension. These data
suggest that although the underlying neural representation may correspond to language-invariant
speaker-normalized pitch, language experience contributes to a distributed categorical encoding
that biases the distribution of tuning parameters for speaker-normalized pitch.
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Figure 4

Language-dependent neural tuning supports the categorization of lexical tone. (a) Four distinct tone categories (high, rising, dipping,
and falling) were included in this experiment, in which native Mandarin and English speakers were presented with naturally produced
Mandarin speech (Li et al. 2021). This panel shows an example Mandarin sentence with the extracted pitch contour overlaid on a
spectrogram representation of the speech sequence (color of the contour indicates corresponding tone category). (b) Single electrode
responses to relative pitch height can be categorized based on the positive or negative relationship between relative pitch height (x-axis)
and cortical response amplitude (y-axis). (c) Analysis of electrode pitch encoding reveals a balanced distribution of STG electrodes in
native Mandarin speakers that are either negatively or positively tuned to relative pitch (−, +). In native English speakers, STG
electrodes show primarily positive relative pitch tuning (+). Whereas lexical tone category can be decoded from the population-level
neural response in native Mandarin speakers, the decodability of lexical tone is significantly reduced in English native speakers. These
results indicate that the distribution of STG pitch tuning is biased depending on the language experience of the listener.

SPEECH DYNAMICS

Up to this point, we have reviewed evidence for nonlinearities in speech encoding in the human
STG. However, natural speech generally consists of sequences, and the structure of the speech
signal as it unfolds across time is critical to communication. In this section,we consider how speech
sounds in the STG are dynamically represented over the course of syllables, words, phrases, and
sentences.

One might assume that the speech signal can be treated as a series of beads on a string, or linear
sequences of context-invariant linguistic units. That is, the perception of a single speech element,
like a phoneme, can be considered independent of the elements surrounding it in time. If this is
the case, there is no need for segmentation, as discrete groupings of syllables and words are made
explicit (Marslen-Wilson & Welsh 1978). However, many speech scientists have demonstrated
that this may be an unfounded assumption: Critical temporal cues that occur at the scales of the
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syllable, phrase, and sentence can greatly improve speech comprehension and facilitate the binding
of phonetic sequences (Shannon et al. 1995, Zeng et al. 2005).

Temporal Landmarks for Syllabic and Phrasal Onset Timing

As described previously, the syllabic modulations of the speech envelope are heavily influenced
by fluctuations in the aperture of the vocal tract during speaking. In particular, open configura-
tions are associated with the greatest loudness, or sonority, and are most pronounced during vowel
articulation. Conversely, the lowest sonority sounds are plosive and fricative consonants created
with oral constriction. As a result, the phases of the speech envelope correlate to syllable timing:
Rhythmic quasi-periodic fluctuations in the amplitude of the envelope are aligned to the alternat-
ing sequences of consonant and vowel sounds that make up syllables. Early psychophysics work
has demonstrated that the duration and magnitude of change in the speech envelope is critical for
the perception of phonological ordering within a syllable (Chistovich 1980) (see the sidebar titled
Early Dynamical Systems Approach to Speech Analysis). This may explain why the speech enve-
lope is necessary for speech intelligibility (Drullman 1995), representing the underlying rhythms
and syllabic stress patterns of speech. However, by itself the speech envelope is not sufficient for
speech comprehension, especially in the presence of noise (Lorenzi et al. 2006,Hopkins &Moore
2009, Moon & Hong 2014).

Extensive literature shows that brain activity continuously tracks the speech envelope (Ahissar
et al. 2001, Liégeois-Chauvel et al. 2004, Nourski et al. 2009, Peelle & Davis 2012, Drennan &
Lalor 2019). Previous neurophysiology studies have discovered subcortical neural responses that
integrate across spectral frequencies to detect temporal onsets (Heil & Neubauer 2001). Intracra-
nial recording of the STG has allowed researchers to pinpoint which local cortical populations are
involved and which envelope features most saliently contribute to the maintenance of the neural
representation. A recent ECoG study revealed that HGA recorded from local speech-responsive
neural populations in the middle STG respond selectively to the discrete temporal landmarks of
peakRate, or the time points at which there is maximal change in envelope amplitude (Oganian &
Chang 2019).

Although peakRate is primarily an acoustically derived temporal landmark, it has critical im-
plications for the extraction of syllabic information. In English, for example, peakRate events

EARLY DYNAMICAL SYSTEMS APPROACH TO SPEECH ANALYSIS

In the mid-twentieth century, researchers treated the speech signal as a sequence of spectrally detailed time slices
mapping to static vocal tract shapes. However, Ludmilla Chistovich (1924–2006), a pioneering Soviet speech sci-
entist, recognized the importance of acoustic dynamics originating from vocal tract movement. Chistovich and
colleagues discovered that the speech envelope rise time influences the perceived syllabic structure (Lesogor &
Chistovich 1978). By manipulating only the rise time duration, they found that participants’ perception of syllable
structure changed predictably, revealing that rise time events are critical for temporal order judgement. Chistovich
proposed a perceptual system with two parallel auditory analyzers to account for these experimental results. One
detects rapid increases in acoustic energy regardless of where in the spectrum changes occur, whereas the other
performs spectral analysis. In combination, these analyses give rise to event-based speech perception. Neurally,
Chistovich proposed this would correspond to tonic responses, which sustain activity over the course of the signal,
and phasic responses, which act as temporal markers for the onset and offset of specific speech sounds (Lublinskaja
et al. 2006). This seminal work was an important prelude to later dynamical systems approaches to speech, and it
offers a theoretical interpretation of the peakRate detection neural responses observed in the STG.
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closely align with vowel onsets, marking the transition from the syllabic onset to the nucleus.
The peakRate event occurs within the syllable, in contrast to previous models that have postulated
“chunking” at syllabic boundaries. Further, the magnitude of peakRate events, or the steepness of
the envelope change, cues syllabic stress. As a result, peakRate events operate as key landmarks
in the speech signal around which syllables are organized. Neural responses in the STG reflect
both the timing and the magnitude of the peakRate event, effectively encoding information about
syllable structure, stress, and speech rate (Ohala 1975, Oganian & Chang 2019). These findings
suggest that at the local neural population scale, there exists a discrete event-based neural encoding
of syllable timing and stress opposed to an encoding that continuously tracks the envelope ampli-
tude. Syllable information—including the timing, stress, and acoustic-phonetic content—can be
thought of as distributed across several functionally distinct local neural populations.

The onset of speech after a brief period of silence is another event that elicits a unique neural
response in the STG. Onsets play a pivotal role in the segmentation of the speech signal, cueing
both phrasal and sentential units. Silent pauses at phrase boundaries are thought to bind auditory
sequences, acting as a frame to hold auditory sequences in memory (Frazier et al. 2006). Neural
populations in the posterior STG selectively respond to the onset of speech following at least
200 ms of silence (Hamilton et al. 2018). Notably, the posterior STG onset populations are
anatomically separated from middle STG populations that are sensitive to peakRate.Within both
of these regions, however, there are neural populations that encode acoustic-phonetic features and
relative pitch, some of which jointly encode these temporal cues as well.

Collectively, these studies demonstrate that there exists an efficient neural code for extracting
key temporal landmarks in the speech signal such as peakRate and speech onset. Neural popula-
tions that encode the peakRate events are localized in the middle STG, whereas onset encoding
is primarily found in a region of the posterior STG. The neural representation of these temporal
cues is embedded in overlapping subdivisions of the STG, contributing to the heterogeneity of
neural response types in the region.We speculate that these response types provide the temporal
context information that is critical for speech processing.

Word-Level Contextual Dynamics

A highly illustrative example of the brain’s ability to use linguistic knowledge, and specifically
word-level context, to understand noisy acoustic input is the case of perceptual restoration, in
which speech segments are entirely unavailable in the input (Warren 1970, Warren & Sherman
1974, Remez et al. 1981).When a burst of noise (e.g., a cough or white noise) completely obscures
a phoneme segment, listeners perceive the replaced sound and are generally unable to determine at
which point in the word or phrase they heard the noise (Warren 1970). This is known as phoneme
restoration, since themasked noise does not impair intelligibility and the removed phoneme is per-
ceptually restored (Samuel 1987). Here, we review evidence that the STG exhibits properties of
phonological restoration and argue that local neural populations employ dynamic and contextual
encoding mechanisms to overcome perceptual challenges early in speech processing. Importantly,
the mechanisms that facilitate robust speech perception are not specific to adverse listening con-
ditions; rather, they reflect fundamental aspects of speech perception more generally.

A key question is whether this phenomenon reflects a real-time modulation of perceptual rep-
resentations (i.e., lexical and contextual knowledge changes how the physical sound is interpreted
by the perceptual system; McClelland & Elman 1986) or a post hoc interpretation of the speech
segment based on similar contextual cues (Norris et al. 2000). In a recent study, listeners were pre-
sented with stimuli in which a critical phonemic segment was completely removed and replaced
with noise. The possible restorations in English were compatible with only two distinct words,
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e.g., “factor” and “faster,” which participants reported hearing across repeated presentations of
the sounds. ECoG responses on bilateral STG showed that neural populations tuned to specific
acoustic-phonetic features (e.g., /k/ versus /s/) also showed responses to the completely ambiguous
noise that were consistent with what they reported hearing on each trial. The authors used pop-
ulation neural responses across electrodes to reconstruct the acoustic spectrogram of the noise,
and they showed that it contained more high-frequency power when the noise was perceived as
a fricative /s/ than when it was perceived as a plosive /k/. Crucially, these representations were
evident at the same latency occurring when listeners were presented with unambiguous fricatives
and plosives, demonstrating real-time restoration (Leonard et al. 2016).

Furthermore, the authors found that neural activity in the STG and the left inferior frontal
cortex could be used to predict what listeners would report hearing. Remarkably, this activity was
most robust ∼300 ms before the onset of the noise. The fact that listeners only reported hear-
ing sounds that were consistent with real English words (e.g., “faster” and “factor,” not “fanter”)
suggests that these predictive modulatory signals may reflect lexical biases embedded within the
STG dynamics as well as possible influences from other language brain areas. Together, this rep-
resents another instance in which the patterns of neural activity in the STG reflect the perceptual
experiences of the listener in addition to the features of the physical acoustic signal.

In addition to noisy environments, speech stimuli in which fine-grained spectral or tempo-
ral details of acoustic signals are scrambled or removed are used to study robustness in speech
perception. Human subjects are able to almost perfectly identify linguistic content in the pres-
ence of noisy or degraded spectral information and do so by relying strongly on temporal context
(Shannon et al. 1995).One commonly used degraded stimulus is sine wave speech (SWS), in which
the formants of natural speech are replaced with pure tones and the rest of the spectral detail in the
spectrogram is removed (Remez et al. 1981). In most cases, listeners cannot understand SWS and
often do not even recognize it as speech. However, after hearing the original unfiltered version,
the SWS sounds are suddenly intelligible, a phenomenon known as a perceptual pop-out effect.
Several fMRI studies have attempted to determine the properties of SWS representation in the
STG and have found that the superior temporal sulcus (STS), directly adjacent to the STG, as
well as surrounding posterior STG regions show higher neural activation when SWS is intelli-
gible compared to when it is not (Dehaene-Lambertz et al. 2005, Benson et al. 2006, Möttönen
et al. 2006).Whereas greater neural activation indicates that these localized regions are selectively
performing computations on intelligible speech, it is difficult to determine the content of these
computations from temporally coarse activation alone.

In a recent study, Holdgraf et al. (2016) performed a similar experiment with filtered speech
stimuli (in which spectral or temporal modulations are removed from the speech signal) using
ECoG recordings. Subjects presented with the filtered speech signal before and after listening to
the corresponding unfiltered speech reported an increase in intelligibility after hearing the unfil-
tered speech signal. Rather than a simple change in the magnitude of neural activity in the STG,
the authors found that the neural response to filtered speech once it becomes intelligible more
closely resembles the activity elicited in the unfiltered condition (Holdgraf et al. 2016). Similar
to the perceptual restoration effect described above, patterns of neural activity in the STG in re-
sponse to intelligible speech are warped, such that the phonologically relevant spectrotemporal
features of sound are amplified. These results are consistent with the idea of a speech mode in
which perceptual and neural systems actively engage speech knowledge that enables robust per-
ception (Dehaene-Lambertz et al. 2005). Of note, other ECoG studies in which subjects were
exposed to SWS or vocoded speech did not find enhanced STG responses dependent on intelligi-
bility, although other areas, including the frontal cortex, did seem to be sensitive to this difference
(Khoshkhoo et al. 2018, Nourski et al. 2019). These inconsistent results may be due to a number
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of differences in experimental design and analysis and raise a natural question: To what extent and
in which contexts is neural activity in the STG preferentially modulated by intelligibility?

Word-level knowledge seems to be integrated into the phonological representation of speech
in the STG. This property illustrates the dynamic nature of phonological computations in this
higher-order auditory area. Although it is difficult to parcel out the effects of prior linguistic
knowledge on neural responses to natural speech corpora, controlled experimental paradigms that
exploit masked and degraded speech signals expose the mechanisms by which word-level informa-
tion is combined with phonological representation. Because the degree of degradation in natural
speech is continuous, it is unlikely that this neurophysiological process of integration only occurs
during extreme adverse listening conditions. Rather, the perceptual and corresponding neural sys-
tems for processing speech sounds may strongly rely on linguistic knowledge in any situations in
which it is relevant and useful to do so.

FUNCTIONAL SPECIFICITY IN THE STG

To what extent are the mechanisms of phonological processing in the STG exclusive to speech
stimuli? That is, are the nonlinear and context-sensitive features of phonological processing ex-
hibited in the STG dependent on an explicit speech input? Whereas some have argued that a
functionally and anatomically distinct speech processor in the brain readily performs the com-
putations necessary to facilitate speech perception (Liberman et al. 1967, Liberman & Mattingly
1985), others have argued that the mechanisms for processing speech are identical to the auditory
mechanisms in the brain that exist to process all sounds (for a review, see Diehl et al. 2004). Here,
we attempt to reconcile these contrasting perspectives, arguing that STG processing is neither
speech specific nor general auditory. Rather, auditory processing in the STG is tuned to the sta-
tistical properties of speech sounds and engages key nonlinear and dynamic neural mechanisms.
The functional difference between the types of processing that occur in the primary and non-
primary auditory cortices (STG) is in part a consequence of anatomical circuitry (see the sidebar
titled The Auditory Pathway).

Certain nonspeech sounds elicit neural activity in speech-responsive regions of the STG
(Binder et al. 2000, Liebenthal et al. 2005, Leech et al. 2009, Hamilton et al. 2018). The ECoG
studies described previously also used nonspeech controls for pitch contours and speech envelope

THE AUDITORY PATHWAY

The primary auditory pathway extending from the cochlea to the cortex is composed of several subcortical synapses.
A bundle of axons from the cochlea, known as the auditory nerve, innervates the cochlear and olivary nuclei in the
brain stem. From the brainstem, axons that are transmitting auditory information project to the inferior colliculus
(IC) in the midbrain. Subdivisions of IC project to distinct subdivisions of the medial geniculate nuclei (MGN) in
the auditory thalamus. The lemniscal pathway refers to the projections from the IC central nucleus to the ventral
MGN and cortical layers 3/4 of the primary auditory cortex. In contrast, the nonlemniscal pathway consists of
the projections from the dorsal IC to the dorsal MGN and cortical layers 3/4 of the secondary auditory cortex,
including STG (Bartlett 2013). The anatomical differences between the two pathways correspond to important
functional and representational distinctions. Whereas the lemniscal pathway is known to transmit a “high-fidelity,
primary-like representation of sound features” (Anderson & Linden 2011, p. 48), the nonlemniscal pathway relays
context-dependent information and includes highly adaptive neuronal components that are capable of detecting
change (Anderson & Linden 2011).
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amplitude ramps (Tang et al. 2017, Oganian & Chang 2019) that elicit activity in the same popu-
lations that encode intonation and peakRate cues in speech. Further, several studies have demon-
strated that the cognitive operations supporting the categorical perception of speech sounds can
be explained by a learned nonlinear biasing of underlying auditory receptive field processing due
to extended experience and expertise (Holt & Lotto 2010, Liebenthal et al. 2010, Liu & Holt
2011). This may suggest that the difference between neural activities in response to speech and to
simple nonspeech sounds (pure tones, unstructured noise) is in part due to a difference in acoustic
signal complexity and familiarity.

The context-dependent predictive capabilities of the STG also are not necessarily speech spe-
cific. It has been shown that neural populations in the STG encode language-specific phoneme
transition probabilities when presented with speech sequences, and this effect is modulated by the
lexical status of the sequence (Leonard et al. 2015). However, the encoding of learned expecta-
tion in the auditory cortex when presented with sequences of tones and other nonspeech stimuli
is well documented (Heilbron & Chait 2018, Furl et al. 2011). It appears that the dynamic pre-
diction mechanisms of nonprimary auditory cortices can be invoked by many different types of
auditory sequences, but in the presence of speech they are modulated by linguistic knowledge and
experience.

A RECURRENT MODEL OF PHONOLOGICAL PROCESSING
IN THE STG

Speech perception, like visual recognition, is a complex process that involves multiple distinct
and overlapping levels of representation that unfold across time and space in the brain. Some of
the dominant models of speech processing have been inspired by hierarchical and feedforward
neurobiological models of the visual system (see, for example, Blumstein 2009) (Figure 5a). For
instance, two dual-stream models (Hickok & Poeppel 2004, 2007; Rauschecker & Scott 2009)
propose parallel systems in which the ventral pathway operating along the temporal lobe controls
the mapping from acoustic signal to word or meaning, while the dorsal stream enables the sen-
sorimotor transformations necessary for articulation. In Hickok & Poeppel’s (2004, 2007) model,
a ventral processing stream begins with spectrotemporal analysis in the bilateral STG, followed
by phonological processing in the bilateral STS and lexical processing in the middle and inferior
temporal gyri. In contrast, in Rauschecker & Scott’s (2009) model, spectrotemporal analysis is
thought to occur in the posteromedial primary auditory cortex, and auditory word-form recogni-
tion is achieved as activity flows toward the anterior and lateral regions of the STG.Rauschecker&
Scott’s ventral processing stream runs parallel to the visual ventral stream in the infratemporal cor-
tex (Rauschecker & Scott 2009, Jasmin et al. 2019). Despite being highly influential, these models
propose very different anatomical trajectories of ventral stream cortical processing. This question
remains unresolved, as few studies have documented a clear causal transformation from sound to
lexical representation along either trajectory. To our knowledge, there is no direct evidence that
hierarchically organized linguistic representations (e.g., phonemes, syllables, morphemes, words)
are mapped onto adjacent cortical regions.

Neural activity in spatially distinct regions of the STG has been shown to be sensitive to spe-
cific spectrotemporal fluctuations (Schönwiesner & Zatorre 2009, Hullett et al. 2016, Santoro
et al. 2017). Nonetheless, we have also established that the STG is crucially involved in complex
phonological processes that cannot be accounted for by a purely spectrotemporal filter, namely,
phonetic-acoustic categorization, speaker normalization, and syllabic segmentation. In Hickok &
Poeppel’s (2004, 2007) model, phonological processes are assumed to take place largely in the bi-
lateral STS. In Rauschecker & Scott’s (2009) model, phonological-relevant encoding is observed
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A new model of phonological analysis. (a) Classical model of auditory word recognition in which primarily serial, feedforward,
hierarchical processing takes place. The first processing step is spectrotemporal analysis, through which relevant features are extracted.
Spectrotemporal features are grouped into phonemic segments that are then sequentially assembled into syllables. Finally, the lexical
interface maps phonological sequences onto word-level representations. In classic models of auditory word recognition, each
processing step is assigned to an approximate anatomical location (the schematic to the right shows an example of these assignments).
The neural representation of speech becomes of increasingly higher order as it moves through successive brain areas. (b) An alternative
recurrent, multi-scale, and interactive model of auditory word recognition that more closely aligns with the presented
neurophysiological evidence. Acoustic signal inputs are analyzed concurrently by local processors with selectivity for acoustic phonetic
features, salient temporal landmarks (e.g., peakRate), and prosodic features that occur over phonemic segments. The light gray
bidirectional arrows indicate that local processors interact with one another. Recurrent connectivity indicates an integration of
temporal context and sensitivity to phonological sequences by binding inputs over time during word processing. Anticipatory
top-down, word-level information arises from the lexical-semantic system and the internal dynamics of ongoing phonological analysis.
(c) Three local neuronal populations (circles, triangles, and crosses) on the STG encode relative (speaker-normalized) formant values,
relative pitch changes, and the magnitude of peakRate events. In addition to being functionally diverse, these populations likely show
distinct electrophysiological signatures (i.e., sustained versus rapid responses) (see Figure 2). The encoding of normalized spectral
content (formants and pitch) suggests the presence of a context-sensitive mechanism that enables rapid retuning to speaker-specific
spectral bands. Together, this set of neural responses and the responses at the previous time step define a neural state from which the
appropriate word form can be decoded. Every sound segment is processed by the STG in a highly specific context that is sensitive to
both temporal and phonological information. Abbreviations: MTG, middle temporal gyrus, STG, superior temporal gyrus; STS,
superior temporal sulcus.

through the middle and anterior STG.Whereas in these models information is assumed to travel
from the primary auditory to the nonprimary auditory cortex, recent studies have found that tran-
sient functional lesioning of the primary auditory cortex via electrical stimulation or focal abla-
tion of the primary auditory cortex does not impair speech comprehension (Hamilton et al. 2020).
The same stimulation procedure targeting STG impairs speech comprehensionwithout impairing
tone discrimination (Boatman 2004). The double dissociation between primary and nonprimary
auditory cortices as well as the highly distributed nature of speech feature encoding throughout
the STG pose significant challenges to the prevailing anatomically defined, hierarchical stream
models of cortical processing.
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Current neurobiological models of speech processing rely on assigning a psychological or lin-
guistic level of representation to a given brain region. However, as is clear from the evidence
presented above, the functional organization of brain computations need not align with the levels
of representation assumed in linguistics and psychology. Although there is little evidence for a
dedicated cortical processing stream from phonemes to syllables to words, there exist important
functional subdivisions of the STG, for example, that correspond to the temporal landmarks at
different timescales described previously (Yi et al. 2019).

As an alternative to the models described above, we seek one that is explanatory but does not
have strong commitments to predefined linguistic units (Figure 5c). To account for the neuro-
physiological evidence presented in this review, this alternative model of auditory word recogni-
tion must include the neural processing units characterized in previous neuroimaging and ECoG
work. We propose that the acoustic signal is analyzed concurrently by a set of local processing
units with selectivity for acoustic phonetic features, salient temporal landmarks (e.g., peakRate,
onset), and prosodic features. It has yet to be determined how these local processors may interact
with one another. Contextual restoration effects, which require a dynamic and time-dependent
representation of speech sound sequences, can occur if the top-down word-level information can
modulate phonological analysis in real time.This predictive capacity may be computationally real-
ized through recurrent connections that embed temporal context into the processing state (Elman
1990, Jordan 1997).

In contrast to a feedforward stream through cortical areas, this proposed model emphasizes
a distributed, dynamic representation of speech sounds that changes with time. While local cor-
tical sites are categorically tuned to acoustic-phonetic features, larger and more abstract speech
elements such as phonemes and syllables are captured in the spatial patterns of activity that oc-
cur across these sites. As far as we know, the predictive capabilities of the STG are also embedded
within a largely distributed network.These capabilities may be neurophysiologically implemented
through the recurrent connections that link layers within and across cortical columns (Douglas &
Martin 2007, Yi et al. 2019).

EMERGING PRINCIPLES AND OPEN QUESTIONS

Here, we synthesize the findings summarized above and review the key principles that guide
phonological computations in the STG.We contend that neural populations in the STG exhibit
nonlinear and dynamic representations of speech sounds. STG neurons are not passive sound fil-
ters or feature detectors but rather exert an interpretive function by integrating prior linguistic
knowledge and recent temporal context in real time (Figure 5c).

Local Acoustic-Phonetic and Pitch Tuning Exhibit Key Nonlinearities

STG responses to speech are often nonlinear, resulting from a set of transformations that en-
able the perceptual system to extract linguistic content. In categorization, neural responses show
stronger sensitivities to acoustic changes that occur across phonetically relevant category bound-
aries rather than within the same category. In speaker normalization, neural responses to vowel
sounds and pitch become invariant to speaker characteristics that do not contribute meaning-
fully to phonological content. Further detailed characterization of these nonlinearities is crit-
ical for understanding the diversity of local neural responses in the STG. Additional research
questions may be posed such as, To what extent does the category information integrated into
phonological analysis adapt to changing language contexts in the case of multilingual speech
perception?
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The Process by Which Linguistic Information Is Integrated into the
Representation of Phonological Units Is Dynamic

STG cortical activity not only represents the instantaneous spectral content of the speech signal
but also is highly time-dependent and influenced by the phonological context. Temporal land-
marks such as peakRate and the onset of sound from silence cue critical syllabic and phrasal events
that facilitate speech comprehension. It is unsurprising, then, that these key features are also rep-
resented by distinct local neuronal populations in the STG (Hamilton et al. 2018). In the cases
of degraded or partially masked speech, listeners often perceive a restored version of the speech
signal. STG neural populations respond in real time to context-sensitive segmental phonetic fea-
tures when single speech sounds are selectively masked by noise. Together, these studies indicate
that the neural implementation of speech processing in the STG is modulated by prior linguistic
and contextual information. Further development of dynamic encoding models applied to neural
activity may open the door to an exciting and largely unexplored line of research (Keshishian et al.
2020).

Acoustic-Phonetic and Higher-Order Linguistic Representations Coexist
in the STG at Distinct Cortical Scales

Whereas the neural responses recorded from a single electrode or neuronal site represent acoustic-
phonetic features, the spatial pattern of local responses across the STG are relevant for represent-
ing phonemes and other linguistic category-level information. In this way, the neural implemen-
tation of phonological analysis is made up of a distribution of functionally heterogeneous units
that, in combination, perform the computations required for speech comprehension (Figure 5c).
However, it remains unclear how perceptual units emerge from this distributed neural code: How
are the local neural populations that encode distinct acoustic properties ultimately integrated into
a cohesive and experience-based reflection of speech input?

CONCLUSION

Decades of neuroscientific research have shown that the human STG plays an essential role
in speech perception, interfacing with both auditory and language-processing systems. Several
important principles govern the patterns of cortical activity in the STG and suggest that this brain
region may be performing more complex computations than originally assumed. Technological
and experimental advances have enabled researchers to document the characters of functionally
heterogeneous neural populations in the nonprimary auditory cortex. Despite this significant
progress, many important challenges still lay ahead in order to fully elucidate the neural mech-
anisms that support speech perception in the STG. These future discoveries will likely have
a far-reaching impact in a wide variety of disciplines, including psychology, neuroscience, and
linguistics.
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