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Abstract

Uncontrolled confounding due to unmeasured confounders biases causal
inference in health science studies using observational and imperfect ex-
perimental designs. The adoption of methods for analysis of bias due to
uncontrolled confounding has been slow, despite the increasing availability
of such methods. Bias analysis for such uncontrolled confounding is most
useful in big data studies and systematic reviews to gauge the extent to which
extraneous preexposure variables that affect the exposure and the outcome
can explain some or all of the reported exposure-outcome associations. We
review methods that can be applied during or after data analysis to adjust for
uncontrolled confounding for different outcomes, confounders, and study
settings. We discuss relevant bias formulas and how to obtain the required
information for applying them. Finally, we develop a new intuitive gener-
alized bias analysis framework for simulating and adjusting for the amount
of uncontrolled confounding due to not measuring and adjusting for one or
more confounders.
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INTRODUCTION

Observational studies play a central role in the health sciences (47-49). They are used for etiologic
research, prediction research (e.g., to identify high-risk groups), prognostic research, and diagnos-
tic research. Observational studies are becoming increasingly important for causal analysis given
the practical and ethical costs of conducting randomized trials coupled with the increasing avail-
ability of secondary big data (1, 24, 25, 27). Both clinical and public health researchers rely heavily
on observational studies. With the advent of big data, large observational studies are becoming
common, and their sample size reduces the importance of sampling error or random variation to a
secondary role relative to systematic error or bias. Uncontrolled confounding is one crucial source
of systematic error or bias. It arises when variables that are not mediators of the effect under study,
and that can explain part or all of the observed association between the study exposure and the out-
come, are not measured and controlled for during study design or analysis (42, 49). For an unmea-
sured variable that is not a mediator (or not a consequence of the exposure more generally) to lead
to uncontrolled confounding, once measured confounding variables are already adjusted for, the
unmeasured variable must either: (z) be a cause of the outcome through a pathway other than the
exposure and also be associated with the exposure, or (/) be a cause of the exposure and be associated
with the outcome through a pathway other than the exposure. These criteria subsume a scenario
in which the unmeasured variable is a common cause of the exposure and outcome (35, 42, 65).

Scope

This review focuses on uncontrolled confounding in studies that consider the total effect of one
or more interventions (3, 29, 49, 63). The methods discussed here can also be used in mediation
settings for exposure-outcome confounding only. Nonetheless, we refer the reader to the relevant
literature for detailed considerations on bias analysis for uncontrolled mediator-outcome con-
founding (60-62). Bias analysis for unmeasured confounders under interaction analysis (64) is also
not covered here. Specific methods for use in survival settings also exist and are the subject of on-
going research (26, 33, 61), but they are not discussed here. Also not covered here is the special case
of uncontrolled confounding in multilevel or mixed model settings (10, 32, 39). Throughout, we
focus on study settings in which the exposure-outcome association or effect is quantified using risk
difference, mean difference, risk ratio (as in cohortstudies), or odds ratio (as in case-control studies).

Definitions, Notation, and Assumptions

Let C, X, and Y stand respectively for measured confounder(s), exposure (or treatment), and
outcome. Unless stated otherwise, we assume binary C, X, and ¥, although the methods apply more
generally. We use U to denote an unmeasured confounding variable (or a set of such variables).
U may or may not be a known confounder; herein we only assume that it is unmeasured and
uncontrolled in ensuing analysis. Capital and small letters are used to represent variables and their
realized values, respectively. The reference levels of U, C, and X are denoted by #*, ¢*, and x*. Let
Y, denote the potential value of the outcome when exposure X is set to x, perhaps contrary to fact.

Uncontrolled confounding is assumed to be present if ¥, is independent of X given both C and
Ubutnot given Conly (41, 63, 66). That s, there is at least an open backdoor between X'and Y that
is not closed by conditioning on C but could be closed by conditioning on U had U been measured.
See Figures 1-3 for directed acyclic graphs (DAGs) that depict data-generating processes or causal
structures whereby Uand C confound the effect of X on Y. [There are now accessible introductions
and detailed resources on DAGs (22, 42, 49).] Figures 1-3 report information regarding U in
relation to the observed X, Y, and possibly C; omitting U leads to uncontrolled confounding and
bias analysis using some of the methods described here. Figure 4 represents an intractable scenario
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Figure 1

Directed acyclic graph (DAG) in which the exposure X and outcome Y share two common causes or
confounders, namely a measured variable C and an unmeasured variable U.

in which measuring and controlling for Uin addition to C does not allow us to estimate the effect of
X on Y without bias. In Figure 4, conditioning on U would have controlled for confounding by U
(via the path X<~ U—Y) but would have introduced a new bias (called collider-stratification bias)
by opening up the colliding arrowheads at U (X<«——[U] «—7Y) (22, 42). Estimation of the total
effect of X on Y in Figure 4 requires additional measurements beyond C and U to fully control
for confounding and eliminate any collider-stratification bias introduced by conditioning on U.

CONSEQUENCES OF UNCONTROLLED CONFOUNDING

Before considering how to adjust for the bias left by an unmeasured confounder U, it can
be instructive to see how not controlling for U leads to bias in more than just the effect of the
exposure. Suppose we have study data on exposure X, outcome Y, and confounder C from the
underlying causal structure in Figure 1. Were U known and had it been measured, it could have
been used by an investigator to specify the following model and estimate the conditional risk
difference for the effect of Xon Y, ax + axcc, when C = ¢:

EY |x,c,u) = ap + axx + acc + axcxe + ayu.

C -

Figure 2

Directed acyclic graph (DAG) in which the exposure X and outcome Y share a measured common cause or
confounder € and an unmeasured confounder U that is a cause of 1 but is only associated with X through an
unmeasured common cause depicted by a bidirectional dashed arrow.
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Figure 3

Directed acyclic graph (DAG) in which the exposure X and outcome Y share a measured common cause or
confounder € and an unmeasured confounder U that is a cause of X but is only associated with }” through an
unmeasured common cause depicted by a bidirectional dashed arrow.

In the absence of U, the investigator ends up fitting the following model in which ¢, is a biased
estimate of the conditional risk difference for the conditional total effect of X on ¥ given C:
E |x,c)
=2 E(Y |x,c,u)P(ulx,c)
= oZ) +axx +ace +axcxe +ay (o + Axx + Ace + Axcxc)
oo +ayro + (ax +aurx)r + (e +av o) + (exc + v rxe)re
$o + dxx + P + dxexe

Here, the model relating the unmeasured confounder U to the exposure X and measured con-
founder C'is given by E(U |x,¢) = &g + Axx + Acc + Axexe. In this model (assuming a binary U),
Axx 4+ Axcxc is the risk difference in U due to one-unit change in the exposure X (that is, moving
from X = 0 to X = 1 for binary X or moving from X = x* to X = « for any X) conditional
on C = ¢. From the model for ¥ given X and C only, it can be seen that ¢y —the coefficient of
X or the estimate of the conditional association between X and Y—in the model adjusting for C
only is biased for the true effect ax: in this case, ¢x = ax + oy Ax. Similarly, the coefficient of

Figure 4

Directed acyclic graph (DAG) in which the exposure X and outcome Y share two common causes or
confounders C (measured) and U (unmeasured), the effect of U on X is confounded by an unobserved
common cause of U and X, and the effect of U on Y is confounded by an unobserved common cause of U and
Y [each bidirectional dashed arrow represents unobserved common cause(s)].
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Table 1 Contingency table showing hypothetical study data on measured binary confounder C,

exposure X, and outcome Y (with a binary unmeasured confounder U)?

C=1 C=0
X=1 X=0 Total X=1 X = Total
Y=1 2,464 1,008 3,472 1,248 1,056 2,304
Y=0 2,656 1,872 4,528 4,032 5,664 9,696
Total 5,120 2,880 8,000 5,280 6,720 12,000

*True data generating process (N = 20,000):

PU = 1) = 0.6;

P(C=1) =04

PX =11c¢u) =035+02c+ 0.15z;

PY =11x¢u) = 0.05+0.05x+ 0.2¢ + 0.05xc + 0.22.

C, namely ¢, is also biased for «¢ because ¢¢ = a¢ + ey Ac. It should be noted that ac, the true
or unbiased coefficient of C, need not have a causal interpretation in the first instance (63, 67).
In Figure 3, for example, the association between C and ¥ conditional on X is not causal: The
dashed bidirectional arc represents some unmeasured common cause of U and Y. It can also be
seen that ¢xc, the coefficient of the product term XC, which captures the heterogeneity in the
effect of X on Y across levels of C, is also affected by the lack of control for U. Not controlling
for U has at least two consequences for the estimates from the model regressing " on X and C
only: It leads to (#) confounding of the X— Y effect and (/) collider-stratification bias in the C-Y
association, or, where a causal interpretation is warranted, in the (direct) effect of C on ¥ not
through X. The latter bias arises because, conditional on X that is a collider (a variable with two
arrowheads on it) between C and U, C is now additionally associated with ¥ through the pathway
C—[X] «<~U—Y, where the square brackets indicate that the variable is conditioned on. Table 1
presents an illustrative study data with an unmeasured U, and Table 2 shows how the coef-
ficients of X and C are biased by not controlling for U in conditional risk difference models.
Table 3 additionally shows the consequences of uncontrolled confounding for various marginal
risk differences.

There is a third type of bias that could also result from not controlling for U: This is bias
amplification of the uncontrolled confounding in the X— Y effect if the investigator adds to the
model an instrumental variable—a preexposure variable that is only a cause of or is associated with
the exposure X but not with  except through X (40, 43). This third bias can be avoided by not
adjusting for an instrumental variable as a covariate in the regression model.

Table 2 Conditional risk differences (95% confidence intervals) from linear binomial risk models

relating exposure X to outcome Y, adjusted for confounding

True (unbiased) model Biased model not controlling

adjusting for C and U? for confounding by UP
Coefficient of X when C = 0 0.050 (0.037-0.063) 0. 079 (0.065-0.094)
Coefficient of X when C = 1 0.100 (0.078-0.121) 0.131 (0.109-0.153)
Coefficient of C (conditional on X) 0.200 (0.189-0.211) 0.193 (0.173-0.212)
Coefficient of U 0.200 (0.194-0.206) Not applicable

2True (unbiased) model: P(Y = 1 | x, ¢, #) = 0.05 + 0.05x + 0.2¢ + 0.05x¢ + 0.2z.
bBiased model: P(Y = 1 | &, ¢) = 0.1571 + 0.0792x 4 0.1929¢ + 0.052xc.
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Table 3 Unbiased and biased conditional and marginal risk differences [95% confidence intervals (CI)] from linear

binomial risk models for the effect of the exposure X on the outcome ¥

Unbiased risk difference (95% CI),
controlling for C and U

Biased risk difference (95% CI),

controlling for C only

Conditional risk difference for the conditional
total effectat C = 0

0.050 (0.037-0.063)

0. 079 (0.065-0.094)

Conditional risk difference RDyx at C = 1

0.100 (0.078-0.121)

0.131 (0.109-0.153)

Marginal risk difference for the average
treatment effect in the total population (ATE)

0.070 (0.058-0.083)

0.100 (0.088-0.112)

Marginal risk difference for the average
treatment effect in the treated (ATT)

0.075 (0.062-0.087)

0.105 (0.093-0.117)

Marginal risk difference for the average
treatment effect in the untreated (ATU)

0.065 (0.053-0.077)

0.095 (0.083-0.107)

To summarize, not controlling for a confounder like U in Figures 1-3 biases the estimate of
the effect of the exposure X as well as estimates of the associations between measured confounders
(such as C) and the outcome Y.

BIAS FORMULAS FOR UNCONTROLLED CONFOUNDING

One of the oldest and most commonly used methods for adjusting an association estimate for an
unmeasured confounder is the use of a bias formula to calculate a bias factor (3-11, 14, 17, 19,
20, 23, 32, 44, 53, 68). The calculated bias factor is then subtracted or removed from the biased
(partially adjusted) estimate relating the exposure to the outcome (3, 29, 49, 50, 63) to obtain
an externally adjusted estimate that could have been obtained if the assumptions about the bias
parameters used in calculating the bias factor had held. In the example in Figure 1, uncontrolled
confounding due to not measuring U'is transmitted through the backdoor from X'to ¥V, X<-U—Y.
A bias formula is a formula that is used to quantify the confounding via this backdoor.

Assuming that the set of variables C and U were sufficient to control for confounding when
estimating the effect of X on Y, the relevant conditional risk differences (RDyx(uarget population)lc
conditional on C but standardized to U in different target populations, namely the total, exposed
X = x, and unexposed X = «*) and the marginal causal risk differences [RDyx(totl), RDyx), and
RDyx), respectively, standardized to the joint distributions of C and U in the total, exposed and
unexposed populations] would be given, without bias, by

RDyxoupye = E(Xzlc) — E(Xexlc)
= ZE(Y o, ¢, ) Pulc) — Z EY |x*, ¢, u)P(ulc);

RDYX(x)\[ = E(Ktlx’[) - E(Y:;*"xa[)
= E(Y |x,c) = Y E(Y %%, c,u) P(ulc, x)

=Y E(Y |x,c,w)Plule,x) = Y E(Y |x*,c,u) P(ulc, x);
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RDYX(x*)\t = E(Yxlx*ac) - E(Y;* |.7C'*,C)
= Z E(Y |x,c,u)P(ulc,x*) — E(Y |x*,¢)

u

=Y E(Y |x,c,w)Plule,x") = Y E(Y |x*,¢,u) P(ulc, x");

RDyx tou)y = E(Y;) — E(Y:+)
=Y E(Y |x,c,u)P(ulc)P(c) = Y E(Y |x*,c,u) P(u|c) P(c);

RDyx(y) = E(Y;|x) — E(¥.+|x)
= E(Y |x) = Y E(Y |x",¢,u)P(ulc, x) P(c|x)

o

=Y E(Y |x,c,w)P(ule,x)P(c|x) = Y E(Y |x*,¢,u) P(ulc, x) P(c|x);

RDyx(+ = E(X;|x*) — E(Yi+]x)
= Z E(Y |x,c,u)P(ulc,x*)P(c|x*) — E(Y |x*)

=Y E(Y |x,c,w)P(ule, x)P(c|x™) = Y E(Y %, ¢, u) P(ulc, x™) P(c|a™).

cu o

In the causal inference literature, RDyx(torl), RDyx(s, and RDyxy(+ represent the risk differences
for the average treatment effect in the total population (ATE), the average treatment effect among
the treated (ATT), and the average treatment effect among the untreated (ATU), respectively
(3, 63). Alternatively, these causal contrasts could have been defined as risk or odds ratios (2, 16,
29). For continuous U, integral signs and probability density functions replace the summation
signs and probability mass functions, respectively, in these expressions. In the absence of U, the
corresponding associational risk differences relating X to Y adjusted for C or standardized to the
distribution of C are given by

RDYXJr(total)\f = E(Y |x7f) - E(Y |x*76)
=Y EQ |x,c,w)P(ule,x) — Y E(V |x*,c,u) P(ulc, x*);
RDyx iy = EX |x,¢) — EY |x%,¢)
=Y E(Y |x,c,w)P(ulc,x) = Y E(Y |x",c,u)P(ulc, x");
RDyy(ye = E(V |x,¢) — E(Y |x*,¢)
=B |x,c,u)P(ule,) = Y E(Y 12", c,u) P(ule, x°);
RDY}(+(total) = Z E(Y |.%‘,L')P(C) - Z E(Y |x*aC)P(C)

=Y E(Y |x,c,u)Pulx,c)P(c) = Y E(Y |x*,¢,u) P(ulx”, c) P(c);

RDyx i = E(Y |2) = Y E(Y |27, ¢) P(c |x)
=Y E(Y |x,c)P(clx) = Y E(Y |x",¢)P(c|x)

=Y E( |x,c,u)P(ule, ) P(c|x) — Y E(Y |, ¢, u)Pule,x") Pc|x);

o o
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RDyx i) = Y E(Y x,c)P(c|x*) — E(Y |«)
=Y E(Y |x,¢)P(clx™) = Y E(Y |a*,c) P(c|ac™)

= Z EY |x,c,u)P(ulc,x)P(clx™) — Z EY |x*,c,u)P(u|c,x*)P(c|x™).

c,u cou

The bias [Biasppyxarget population)] due to not controlling for U in each of the risk differences is
given in turn by the difference between the risk difference estimate not adjusted for U and the risk
difference estimate adjusted for U:

Biasgpyxotalie = RDyx+(orle — RDyx ot
= Z [EY |x,c,u) — EQY |x,c,u”)] [P(ulc, x) — P(ulc)]

u

— Y B &, c,m) — E(V |x*,¢,u")] [Pule, x*) — P(ule)];

BiﬂfRI)YX(x)|f = RDYX+(x)\L' - RDYX(:f)\c
=Y [E(Y |« c,u) — EQY |27, c,u”)] [P(ulc,x) — P(ulc,x™)];

Biasrpyxrye = RDyx+#)e — RDyx (e
= Z [ECY |x,c,u) — EQY |2, c,u™)] [P(ule,x) — P(ule,x™)];

u

Biasgpyxotal) = RDyx+(oul) — RDyx(otal)
= Z [EQY |x,c,u) — EQY |x,c,u™)] [P(ulc, x) — P(ulc)] P(c)

=Y B |, c,m) — E(Y |x%,¢,u")] [P(ule, ) — Pule)] P(e);

cu

Biasrpyx(r) = RDyx 1) — RDyx)
= Z [EQY |« c,u) — EQY |x",c,u)] [P(ulc,x) — P(ulc,x™)] P(c|x);

BiﬂSRl)yx<x*) = RD)/)(+(X*) — RDYX(x*)
=Y [EQY |x,c,u) — EQY |x,c,u”)] [P(ule,x) — P(ulc,x™)] P(c|x”).

The contrast on the right-hand side of each of these expressions is usually presented as a bias
formula that is used to obtain the numerical value or bias factor on the left-hand side (3, 45, 63).
Several techniques based on the idea of bias formulas have been in use for more than halfa century
(3-11, 14,17, 19, 20, 23, 32, 44, 53, 68) but were generalized only recently (3, 60). One advantage
of these bias formulas is that they are general and can be used for general outcomes, exposures,
and confounders (63).

These bias formulas generally require specifying the following bias parameters: (#) the relation
between U and Y conditional on Cand X [for example, E(Y |x,c,u) — E(Y |x,c,u*)] ; (b) the distri-
bution of U conditional on Cand X [P(u|c, x) and P(u|c,x*)] ; and sometimes (c) the distribution of

Arab



U conditional on C but not X [P(u|c)] . The second bias parameters P(u|c, x) and P(u|c,x*) relate
the exposure X to the unmeasured confounder U, conditional on the measured confounder(s) C.
The first bias parameter E(Y |x,c,u#) — E(Y |x,c,u*) relates U to ¥ conditional on C.

Typically, the investigator specifies the bias parameters and plugs them into the relevant bias
formula to quantify the bias factor (for example, Biasgpyx(onnc ), which is then used to adjust the
biased risk difference R Dyx (ol to obtain the U-adjusted risk difference R Dyx (o

R Dyxotatie = RDyx +(oul)c — BiasrpyXtotal)lc -

Parallel formulas for the risk ratio as well as approximate formulas for the odds ratio have also
been derived and are reported elsewhere (3, 63).

The bias formulas for uncontrolled confounding can be simplified further in some cases if we
are willing to make additional (usually parametric) assumptions, such as assuming homogeneity
of the bias parameters across levels of the exposure and measured confounders (3, 63).

To make the use of these formulas more concrete, consider the data in Table 1, in which
U is assumed unobserved. The conditional linear risk model for estimating the effect of X on V'
conditional on C and U'is

E(Y |x,c,u)
=y +axyx +occ +axcxec +apu
=0.054+0.05x 4+ 0.2¢ + 0.05xc + 0.2%.

The true unbiased conditional X-Y risk difference would have been 0.05 at C = 0. In the absence
of U, the following is obtained by regressing ¥ on X and C only:

E( |x,¢)
= ZE(Y |x,c,u)P(Z¢|xyf)

=¢o + ¢xx + Pcc + Ppxcxc
=0.157 + 0.079x + 0.192¢ + 0.052xc.

At C = 0, the estimated conditional risk difference R Dyx . for the association between X and
Y'is 0.079 and is biased for the true conditional risk difference of 0.05. The appropriate formula
for a conditional linear risk model can be used to estimate the bias factor that can be subtracted
from the biased estimate 0.079 to obtain the U-adjusted risk difference estimate. The formula for
Biasgpy x (. can be used in which x is 1, &* is 0, # is 1, and #* is 0. The bias formula requires
the following bias parameters: () the risk difference E(Y" |x*, ¢, u) — E(Y |x*,c,u*) relating Uto ¥
conditional on the exposure X and measured confounder C rewritten as E(Y | X =0,c,U =1)—
EY|X =0,c,U =0)at U = 1 butas E |X =0,c,U =0)— EY' |X =0,c,U =0)=0at
U = 0, using U = 0 as reference; and () the prevalence of each level of Uamong X = xand C =
¢, which can be expressed generally as P(U = 1l¢,x) = Ao+ Axx + Acc + Axcxc. In this case, we
secretly know that P(U = l|c,x) = Ag+Axx+icc+rxcxe = 0.536+0.146x0—0.036¢ +0.010wxc.
In real applications, this bias parameter model will not be known and must be obtained from an
external source, as discussed in the next section. To apply the bias formula in this illustration,
recall that, for the binary U, X, and Y used in this illustration,

EY |x*,c,u) — E(Y |x*,c,u®)
= (o +ax -x* +acc +axc-x*-c+apu) — (@ +ax -x* +acc +axc-x*-c +ay -u*)

=ay.

www.annualreviews.org o Analysis of Uncontrolled Confounding
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Therefore,
Biasgpyx .. = Z [EQY |x*,c,u) — EQY |, c,u”)][Pulc, x) — P(ulc, x™)]

=[EYIX =0,6,U =1)-EXY |X =0,c,U =0)][PU =1lc,X =1)
—PWU =1le,X =0)]+[EX|X =0,c,U =0)
—EY X =0,c,U =0)][P(U =0|c,X =1)— P(U =0|c,X =0)]

=ay - [PU =1, X =1)— PU =1|¢,X =0)]+0-[P(U =0|c, X =1)
—PU =0|c,X =0)]

=ay - [PU =1c,X =1)— PU =1|¢, X =0)]

=(XU[(A.O+)\.X -1+)n(;[ +)"XC' 1 -[)—(}uo-{—)ux '0+}\.CC -I—)LX(;-O'L‘)]

=ay(hx +Axc )

=ay(x +ixc-0)

=ay iy

=0.2 x 0.146

= 0.029.

The bias-adjusted X-Y risk difference R Dyx(y. is then obtained by applying the formula

RDyx e
= RDyx ). — Biasrpyxe
=0.079 — 0.029
= 0.05.

OBTAINING THE VALUES OF THE BIAS PARAMETERS

Specifying the values for bias parameters can be formidable without deep prior knowledge or
external data. In particular, the bias parameter values for P(z|c,x) and P(u|c, x*) can be hard to
determine, being usually less intuitive than the association between U and ¥ conditional on X
and C, namely [E(Y |x,¢,u) — E(Y |x,c,u*)]. Therefore, a particular challenge in applying bias
formulas and related methods is how to obtain the magnitude and direction of the bias parameters
needed for relating U to X and C as well as relating U to ¥ conditional on X and C (3, 29, 49, 55, 57,
63). Several sources can be used to obtain the bias parameters for use in the bias formulas. Beyond
the investigator’s background knowledge, a validation (sub)study that is internal or external to the
primary study can be a source of bias parameters (12, 20, 30, 38, 52, 54, 56). An internal validation
substudy is specific to the primary study and can be especially useful if it can spend more resources
improving and expanding measurements that can inform the larger primary study. The validation
study collects invaluable data that can be used to address selection bias (especially due to selective
nonresponse), measurement error in variables, and uncontrolled confounding due to confounders
not measured in the larger primary study (20, 29, 30, 56, 57). An external validation study is not a
substudy of the primary study and can be used similarly where appropriate. Examples of external
validation data can come from other published study data, systematic reviews, and meta-analyses.
Although it can supply bias parameter values for one or more unmeasured confounders more
readily than an investigator’s background knowledge or intelligent guesses, a validation (sub)study
can still be prone to similar sources of bias as the primary study. Therefore, it is important not to
be overly optimistic about the value of the validation (sub)study, and the investigator should allow
for such uncertainty in using bias parameters from the validation (sub)study (20, 30, 49).

FIXED VERSUS PROBABILISTIC BIAS ANALYSIS

After obtaining the bias parameters, the investigator can use them in the bias formulas for bias
analysis in several ways. First, simple fixed analysis involving a fixed (one-time) value assignment to
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the bias parameters can be used to obtain single bias-adjusted estimates of the exposure-outcome
association. This does not account for random error or even uncertainty in the values of the bias
parameters. This is sometimes referred to as simple sensitivity analysis (29, 30, 49). Second, the
investigator can repeat the simple bias analysis for several different fixed values of the bias pa-
rameters and report several bias-adjusted exposure-outcome association estimates. As before, this
so-called multidimensional bias analysis does not account for random error or for uncertainty in
each fixed bias parameter value. Third, to overcome the shortcomings of the preceding approaches,
probability distributions, rather than fixed values, can be assigned to the bias parameters in what
is called probabilistic bias analysis to obtain a distribution of bias-adjusted exposure-outcome as-
sociation estimates, while accounting for study random error and uncertainty in the choice of bias
parameters (3, 29, 30, 49).

OTHER BIAS ANALYSIS METHODS

Scholars have developed methods other than the bias formulas for adjusting for uncontrolled
confounding. These include: (#) the direct specification of the bias factor (that is, the numerical
value from the bias formula without specifying the underlying bias parameters relating U to X
given C and relating U to 1" given X and C) (21) or related methods (47, 48); (b) the simula-
tion or imputation of U using external information (subsumed under missing data methods) (12,
20, 28); (¢) propensity calibration using validation data (51, 56, 57); (d) intensity scores (9, 46);
(e) the use of negative controls (34); and (f) the use of bounding techniques (13, 18, 31, 36), among
others. Some of these techniques are still evolving and have the potential to become routine in
bias analysis for uncontrolled confounding.

MULTIPLE UNMEASURED CONFOUNDERS

With the exception of a few cases, such as propensity calibration and Bayesian bias analysis, many
existing methods are not easily amenable to multiple unmeasured confounders (51, 54, 57, 59).
Nonetheless, it is possible to view the bias formulas discussed in this article as being extensible
to multiple unmeasured confounder settings by seeing U as a set of variables and adapting the
formulas to reflect the implied joint distribution of multiple Us. This could substantially increase
the number of bias parameters needed. More work is needed in this area.

GENERALIZED BIAS ANALYSIS FRAMEWORK

To overcome some of the challenges facing the existing methods described above, we propose
a novel generalized framework for bias analysis that simulates the amount of uncontrolled con-
founding due to one or more unmeasured confounders under one or more scenarios in which the
exposure X has no effect or some effect on the outcome } given U and C; Figure 5 provides an
example.

This new generalized bias analysis using simulated confounding is intuitive because it allows
the investigator to reason in the direction of the arrows in the DAG or the information flow in
the assumed data-generating process to quantify the amount of uncontrolled confounding due
to the specified values of assumed bias parameters. For example, instead of reasoning about bias
parameters backward from X and C to U, as seen in the bias formula approach, in the simulated
confounding approach, one reasons from U and C to X to obtain a new simulated exposure X
from P(xgmlc, ), from which P(z|c, x5m) can be estimated by regressing U on C. The new Xy,
can also be used in a bias formula if so desired (although this last part is not required). Similarly,
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Figure 5

Directed acyclic graph (DAG) in which the exposure X and outcome Y share two common causes C
(measured) and U (unmeasured), but X is assumed to have no effect on Y.

U, C, and X, are used to generate a new outcome Yy, assuming a null X,-Ysm association.
Regressing Y, on X, and C, but not U, yields a non-null association between exposure X, and

outcome Yy, that is due to uncontrolled confounding by U. Overall, this simulated confounding

framework entails the following algorithm:

Step 1: Simulate the unmeasured confounder Uy, from its marginal distribution P(ugy);
for example, simulate a binary U from P(Ug, = 1) = fiy where 0 < iy < 1.

Step 2: Using the observed study data, obtain the parameters of the conditional distribution
P(xlc); for example, regress X on C to obtain P(X = 1|c) = 8y + d¢c.

Step 3: Simulate X, from P(xgmlc, sim) using the parameter 1y and Ugy, from step 1,
parameters &y and 8¢ from step 2, and externally obtained parameter 8 for the assumed
U-Xassociational risk difference given C; for example, simulate a binary Xy, from a Bernoulli
trial using P(X sim = 1lc, ttsim) = 8o +38¢c + 8y ugm — Su i, where the constant term 8y Ay
offsets the intercept to account for marginalizing over the unobserved U in the observed
data used to obtain the parameters in step 2.

Step 4: Use the observed study data to obtain the parameters of the conditional expression
P(y|x,c); for example, regress ¥ on X and C to obtain P(Y = 1|x,c) = o + xa + dec.
Step 5: Simulate Yy from P(ygim|%sim, ¢, %sim) using Ugn from step 1, Xy, from step 3,
and externally obtained parameter (risk difference) &y for the assumed conditional U-Y
associational risk difference given X and C in the unobserved model for E(Y |x,c,u) =
oo +axx +ace +axcxe + oy u. For example, simulate a binary Y, from a Bernoulli trial
using P(Y gim = 1|Xim, €, #sim) = qASO +0 - xgm + qA)Cc + Qy Ui

Step 6: Regress Y on Xy, and C to obtain P(Y g = 1|gm, ¢) = P + Px 4 ¥sim + Vec, and
read off the coefficient Py
Note that Py,
Step 7: Repeat step 4 and use the simulated confounding estimate or bias factor Py, to
offset the U-biased coefficient of X in the model for P(Y" = 1|, ¢) that is based only on the
observed data, and thus to obtain U-bias-adjusted X-Y association.

am Of X as the amount of confounding due to omitting Usp,.
is also an estimate of the bias factor for the conditional association model.

The programming of steps 3 and 5 can be simplified when there are many measured covariates C
by omitting the coefficient(s) of set C while maintaining the coefficients of Uand X at the levels they

would have attained under the omitted coefficient set. This simulated confounding is quite general

and can be used for difference and ratio measures, general outcomes, exposures and confounders,

and multiple unmeasured confounders, and it can incorporate different functional forms into the

models for the exposure and outcome. The new algorithm only simulates U, X, and 1" using
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parameters taken from the observed study data, covariates from the observed data (optionally),
and externally obtained bias parameters (not unlike the bias formula technique, although this
method is more intuitive). The algorithm can be repeated in combination with bootstrapping or
can be programmed into a more extensive probabilistic sensitivity analysis. This new algorithm
is different from the semi-automated sensitivity analysis of Lash and Fink, which simulates U as
a function of the observed X and Y (28). Their method, therefore, also involves the challenge
of reasoning backward from X and ¥ to U as was seen in the bias formulas discussed earlier in
this article. The new generalized bias analysis method introduced here avoids that challenge by
appealing to the intuition encoded in the assumed DAG and reasoning forward from Uto Xand Y.

CONCLUSION

Bias analysis for uncontrolled confounding is crucial for causal inference studies that rely on ob-
servational data or less-than-perfect randomized controlled trials, as the ones seen in the health
sciences. Concerns about uncontrolled confounding should accompany any covariate selection
issue for confounding control in empirical quantitative analysis (2, 4, 15, 17, 23, 42, 58). Method-
ological development of bias analysis for uncontrolled confounding has been ongoing for more
than half a century, and general methods and software have become more readily available in
the last decade (3, 20, 29, 30, 37, 49, 55, 56, 63). Although its adoption and applications have
been slow, bias analysis needs and applications are likely to rise with the growth of big data,
computational platforms, causal inference tools, needs for replication, data sharing, and journal
peer-review and reporting requirements. This article has provided a broad overview of the key
approaches and introduced a new framework that hopefully contributes to faster adoption and
further methodological development and refinement.
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