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Abstract

Causal effect evaluation and causal network learning are two main research
areas in causal inference. For causal effect evaluation, we review the two
problems of confounders and surrogates. The Yule-Simpson paradox is the
idea that the association between two variables may be changed dramatically
due to ignoring confounders. We review criteria for confounders and meth-
ods of adjustment for observed and unobserved confounders. The surrogate
paradox occurs when a treatment has a positive causal effect on a surrogate
endpoint, which, in turn, has a positive causal effect on a true endpoint, but
the treatment may have a negative causal effect on the true endpoint. Some of
the existing criteria for surrogates are subject to the surrogate paradox, and
we review criteria for consistent surrogates to avoid the surrogate paradox.
Causal networks are used to depict the causal relationships among multi-
ple variables. Rather than discovering a global causal network, researchers
are often interested in discovering the causes and effects of a given variable.
We review some algorithms for local structure learning of causal networks
centering around a given variable.
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1. INTRODUCTION

In scientific research, the primary goal is to evaluate the causal effect of a given treatment or
exposure on a given outcome or response variable. However, statistical association and correlation
do not imply causation, and vice versa, especially in observational studies. On the one hand,
spurious correlation between two variables may appear even if they do not have causal relationship;
on the other hand, apparent independence of two variables may occur even if they have causal
relationship. The well-known Yule-Simpson paradox (Yule 1903, Simpson 1951) suggests that
association between the treatment and the outcome may change dramatically due to ignoring
confounders that affect both of them. Hence, the paradox reveals the crucial role of identifying
and adjusting for confounders in causal effect evaluation. Confounding and confounders are basic
concepts in causal effect evaluation. The confounding bias is the difference between the true causal
effect and its estimate. The covariates leading to the confounding bias are called confounders.
Greenland et al. (1999b) and Greenland & Pearl (2011) gave overviews of these concepts. In
Sections 2 and 3, we review the criteria for confounders and some methods of adjustment for
observed and unobserved confounders.

In clinical trials, psychological studies, and much other scientific research, surrogates of true
endpoints of interest are used owing to measurement costs, duration, or unobservability of the
true endpoints. For example, CD4 cell count is used as a surrogate for survival time in randomized
trials about HIV. Criteria for choosing surrogates are essential in such studies. Several criteria for
surrogates have been introduced, such as the statistical surrogate (Prentice 1989), the principal
surrogate (Frangakis & Rubin 2002), and the strong surrogate (Lauritzen 2004). However, the
surrogate paradox presented by Chen et al. (2007) showed potential pitfalls of using such criteria:
A treatment has a positive causal effect on a surrogate, and the surrogate has a positive causal effect
on the true endpoint, but the treatment may have a negative causal effect on the true endpoint. In
Section 4, we review the criteria for the consistent surrogate to avoid the surrogate paradox based
on the knowledge of the causation or the association among treatment, surrogate and endpoint.

Causal networks are used to depict the causal relationships among multiple variables (Pearl
2009). In previous volumes of this journal, Drton & Maathuis (2017) and Heinze-Deml et al. (2018)
have reviewed several approaches for structure learning of causal networks with observational data
and experimental data. In Section 5, we focus on the local structure learning of causal networks
around a given target variable.

In Section 6, we further discuss some issues about the adjustment for nonconfounders, testa-
bility of conditions in the criteria for the consistent surrogate, and the local structure learning
approach from the perspective of sequential observational studies.

2. CONFOUNDERS AND THEIR CRITERIA

Throughout, we let X denote a treatment or exposure and Y a response or outcome variable; we
use lowercase letters to denote realized values of random variables unless otherwise stated, e.g., y
for a realized value of Y . We focus on a binary treatment or exposure and let X = 1 for treated or
exposed population and X = 0 for control or unexposed. The Yule-Simpson paradox shows that
it is necessary to identify and adjust for confounders in causal effect evaluation. Let V denote a
potential confounder. Let V ⊥⊥ Y |X denote that V is independent of Y conditional on X , and
V �⊥⊥ Y |X otherwise. Based on various examples in epidemiological studies, Miettinen & Cook
(1981) suggested that a confounder V must satisfy the following two conditions:

1. It is predictive of risk in the unexposed population, i.e., V �⊥⊥ Y |X = 0.
2. It is distributed differently in the exposed and unexposed populations, i.e., V �⊥⊥ X .
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After the work of Miettinen & Cook (1981), two classes of rigorous criteria for confounders
were proposed and discussed in the literature:

1. The comparability-based criterion: A covariate is a confounder if the potential outcome
distributions in the exposed population differ from those in the unexposed population by
omitting the covariate

2. The collapsibility-based criterion: A covariate is a confounder if the association measure or
the parameter of interest is affected by omitting the covariate (i.e., it is not collapsible over
the covariate)

The comparability-based criterion exploits the potential outcome framework to define con-
founders. We introduce the potential outcome framework before discussing the comparability-
based criterion. Following the convention, we maintain the stable unit treatment value assumption
(SUTVA) that “the potential outcomes for any unit do not vary with the treatments assigned to
other units, and, for each unit, there are no different forms or versions of each treatment level,
which lead to different potential outcomes” (Imbens & Rubin 2015, p. 10; Rubin 1980). Under
SUTVA, we use Y1 and Y0 to denote the potential outcomes that would be observed under treated
or exposed X = 1 and control or unexposed X = 0, respectively. The observed outcome Y is
a realization of the potential outcome under the treatment accepted in reality, i.e., Y = Yx if
X = x. In the potential outcome framework, causal effects are defined through comparisons of
potential outcomes. Letting Yx(i ) denote the potential outcome for individual i , the individual
causal effect (ICE) of X on Y for i is ICEi = Y1(i ) − Y0(i ). The average causal effect (ACE) of X
on Y is ACE = E(Y1 − Y0); the ACE in the exposed population is ACT = E(Y1 − Y0 |X = 1). For
example, epidemiologists are mostly interested in the causal effect of smoking on lung cancer in
smokers, not in nonsmokers. For each unit, only one of the potential outcomes can be observed.

Suppose that we are interested in the ACE in the exposed population. Then the comparability-
based criterion identifies a covariate set V as confounders if the exposed population is comparable
to the unexposed population conditionally on V but not after omitting V , i.e., pr(Y0 = y |X =
1, V ) = pr(Y = y | X = 0, V ) but pr(Y0 = y | X = 1) �= pr(Y = y | X = 0), where pr(·|·)
denotes a conditional probability for a discrete variable or a conditional density for a continuous
variable. The comparability-based criterion focuses on the causal effects of interest rather than an
association measure. However, this criterion has to rest on the untestable conditions because Y0 is
not observed for the exposed, and pr(Y0 = y |X = 1, V ) and pr(Y0 = y |X = 1) cannot be identified
from observed data without further assumptions. For detailed discussions on the comparability-
based criterion, readers are directed to Greenland & Robins (1986), Wickramaratne & Holford
(1987), and Geng et al. (2001, 2002). Under the assumption Y0 ⊥⊥ X | V , it can be shown that
V �⊥⊥ Y | X = 0 and V �⊥⊥ X is a necessary condition for V to be a confounder by using the
comparability-based criterion, but it is not sufficient. Without requiring Y0 ⊥⊥ X |V , Geng et al.
(2002) showed the same necessary condition of a confounder in the sense that adjusting for a
confounder can reduce confounding bias.

In contrast, the collapsibility-based criterion requires the assumption that the association mea-
sure used in the definition of collapsibility is free of confounding bias conditional on the observed
covariate V . The criterion depends on what association measure or parameter is used and can be
tested with observational data, but it does not involve any notion of causal effects. For example,
the relative risk is collapsible over a certain covariate, but the odds ratio may not be. Discus-
sions on the collapsibility-based criterion for various specific association measures are provided by
Whittemore (1978), Geng (1992), Cox & Wermuth (2003), Ma et al. (2006), and Xie et al. (2008).

Greenland et al. (1999b), Geng et al. (2001), and Geng et al. (2002) provided comprehensive
discussion on the relationships between the comparability-based, the collapsibility-based, and
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Miettinen & Cook’s criterion. Miettinen and Cook’s criterion can be shown formally by using the
comparability-based criterion, while the collapsibility-based criterion depends on what association
measure or parameter is used. Both of the two criteria require the untestable assumption that
Y0 ⊥⊥ X |V , although under this assumption, their conditions for confounders are different.

Geng et al. (2001) proposed the concepts of occasional confounders and uniform nonconfound-
ing of the coarse subpopulations. If we have pr(Y0 = y |X = 1, V ∈ ω) �= pr(Y = y |X = 0, V ∈ ω)
for some interval or coarse category ω of a covariate V , we say that V is an occasional confounder
or that the population is not uniformly nonconfounding. For example, age is an occasional con-
founder if there is no confounding bias in the age groups of every 20 years but there is confounding
bias in the age groups of every 10 years (see the example given in section 3.1 of Geng et al. 2002).
It means that the population is not uniformly nonconfounding over any categorization of age.
Under the assumption Y0 ⊥⊥ X |V , Geng et al. (2001) showed that V �⊥⊥ Y |X = 0 and V �⊥⊥ X is
a necessary and sufficient condition for V to be an occasional confounder, but it is not a sufficient
condition of a confounder. In the absence of occasional confounding, causal effects for the whole
population, subpopulations, and coarse subpopulations are all identifiable, although these effects
may differ (i.e., the causal effects may not be collapsible).

Another criterion for determining confounders is based on the causal diagrams (Greenland et al.
1999a). In a causal diagram, a variable set that blocks all of the backdoor paths from the treatment to
the outcome is called a sufficient confounder set. Given a causal diagram, this criterion can exactly
determine whether or not a variable is a confounder. In Figure 1, neither Z nor F is a confounder
even if Z and F satisfy the necessary condition of confounders under the comparability-based
criterion.

In many applications, however, it is difficult to have the knowledge of a complete causal di-
agram. Geng & Li (2002) and VanderWeele & Shpitser (2011) proposed criteria that do not
require a complete causal diagram but require prior information about the potential confounders.
Greenland et al. (1999a) and Wang et al. (2009) extended Miettinen & Cook’s criterion to remove
nonconfounders from a large sufficient confounder set V .

3. ADJUSTMENT FOR CONFOUNDERS

3.1. Adjustment for Observed Confounders

In observational studies, adjustment for observed confounders has rested on the treatment assign-
ment ignorability assumption (Rubin 1978, Rosenbaum & Rubin 1983b): Yx ⊥⊥ X |V , where V
denotes the observed confounders. The assumption means that potential outcomes are indepen-
dent of the treatment assignment mechanism conditional on the observed confounders. Further
assuming that the propensity score pr(X = 1 |V ) is bounded, i.e., 0 < pr(X = 1 |V ) < 1, then
the ACE can be identified by first evaluating the causal effect in each group separately and then
averaging them:

E(Y1 − Y0) = E{E(Y1 − Y0 |V )} = E{E(Y |V , X = 1) − E(Y |V , X = 0)}.

X Y

A B

Z

X Y

F

Figure 1
Neither Z nor F is a confounder based on the causal diagrams (Greenland et al. 1999a), although they satisfy
the compatibility-based criterion.
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The ignorability assumption is consistent with the backdoor criteria using the language of causal
networks (Pearl 1995): The observed covariates V blocking all backdoor paths from X to Y should
be conditioned to calculate the ACE.

The treatment assignment ignorability assumption provides the basis of adjustment for con-
founders in observational studies. Methods of adjustment for confounders can be classified into
two categories. One is to balance the confounder distribution between the treated and control
groups, which motivates stratification, matching, and inverse probability weighting methods. The
other is to adjust the causes of the outcome, which motivates the regression estimation.

Stratification and matching are conducted by pairing treated and control units that are similar
in terms of the observed confounders, to reduce imbalance of confounders, i.e., deviation of the
confounder distribution between the treated and control groups. In early causal inference texts,
stratification and matching methods are conducted by pairing units based on a single variable
or weighting several variables (Cochran & Rubin 1973, Rubin 1973); however, it is impossible
to do so with a large set of confounders. In this case, one approach is to model the relation-
ship between the exposure and confounders. The propensity score reduces the dimensionality of
matching to a single dimension and has become popular in causal inference (Rosenbaum & Rubin
1983b, Stuart 2010). Propensity score matching can be viewed as a nonparametric method of
adjustment (Hahn 1998, Abadie & Imbens 2006). This approach can capture the treatment effect
heterogeneity by separately estimating the effect in the treated and control groups, and it is easily
implemented by software routines. However, it is difficult to estimate the variance of propensity
score matching estimators (Abadie & Imbens 2006), and imbalance of the confounder distribu-
tion may increase when the treatment and confounders are weakly correlated (King & Nielsen
2016).

Inverse probability weighting (Horvitz & Thompson 1952, Robins et al. 1994) rests on a
propensity score model π (V ; α) = pr(X = 1|V ; α) and evaluates the potential outcome mean by
E(Y1) = E{XY/π (V ; α)} and E(Y0) = E{(1 − X )Y/{1 − π (V ; α)}}. In contrast, regression adjust-
ment rests on a regression model E(Y |X , V ) = m(X , V ; γ ), and evaluates the potential outcome
mean by E(Yx) = E{m(x, V ; γ )}. Regression and inverse probability weighting are perhaps the
most common forms of data analysis in causal inference; they have the advantage of conceptual
and computational simplicity and the ease of variance estimation. However, inefficiency and lack
of weight stabilization are often encountered in implementation of inverse probability weighting,
and regression adjustment involves interpolation and extrapolation and is more likely to lead to
fishing expeditions or publication bias (Pocock et al. 2002, Rubin 2008)—that is, researchers may
try different regression models and tend to report one resulting in a significant estimate of the
causal effect.

All of these adjustment methods are subject to potential bias due to model misspecification.
To enhance robustness, semiparametric models and flexible machine learning methods can be
applied (Lee et al. 2010). Hybrid inference strategies of using both a propensity score model and
a regression model, such as doubly robust estimation (Scharfstein et al. 1999) and g-estimation
(Robins et al. 1992), are used to improve the efficiency and robustness against model misspeci-
fication, although they may have larger bias when both the propensity score and the regression
models are incorrect (Kang & Schafer 2007).

Apart from model misspecification, lack of common support of the confounder distribution
between the treated and control groups diminishes the credibility of all confounder adjustment
methods because for the units with propensity scores close to zero or unity, the causal effect is not
identified. In this case, adjustment for confounders involves either inconsistent extrapolation or
extreme weighting that results in poor estimation. Trimming, or discarding problematic units that
have extreme propensity scores, has been suggested as a way to deal with this problem (Heckman
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et al. 1998, Crump et al. 2009). However, this approach is sensitive to the level of trimming, and it
changes the target population and the interpretation of the estimand. Petersen et al. (2012), Hill
& Su (2013), and Fogarty et al. (2016) discussed the strategies for detecting violations of common
confounder support and for adjusting the target population of estimation.

3.2. Adjustment for Unobserved Confounders

When there exist unobserved confounders, selection bias, or measurement error, the treatment
assignment ignorability does not hold and Yx �⊥⊥ X | V , and thus, the adjusting methods for
observed confounders cannot effectively remove the confounding bias. Alternatively, it is more
reasonable to assume the latent ignorability assumption (Frangakis & Rubin 1999):

Yx ⊥⊥ X |(U , V ), 0 < pr(X |U , V ) < 1,

where U and V denote the unobserved and observed confounders, respectively. For notation
convenience, we suppress the observed confounders V hereafter.

Under latent ignorability, the potential outcome mean can be evaluated by

E(Yx) = E{E(Y |U , x)}.
The crucial problem of implementing this formula is that U is not observed, and the conditional
mean E(Y |U , x), the probability density or mass function pr(U ), and the propensity score pr(X |U )
cannot be determined from the observed data. This results in the challenging problem of identi-
fication: The causal effect is not uniquely determined, even if the sample size is arbitrarily large.
Auxiliary variables are indispensable to identify causal effects in the presence of unobserved con-
founders. Below, we review two approaches that exploit auxiliary variables to eliminate the con-
founding bias due to unobserved confounders: the influential approach of using an instrumental
variable and the negative control approach that has recently captured the interest of researchers.

3.2.1. Adjustment with an instrumental variable. The instrumental variable approach, origi-
nating in the econometrics literature in the 1920s, is a popular method to mitigate the problem
due to unobserved confounders or endogeneity in observational studies. This approach exploits
an auxiliary covariate Z that satisfies the following:

(i ) no direct effect on the outcome, Z ⊥⊥ Y |(X , U ) (exclusion restriction)
(ii ) independent of the unobserved confounders, Z ⊥⊥ U (independence)

(iii ) associated with the exposure, Z �⊥⊥ X (relevance)

If the instrumental variable is an exposure or treatment assignment that occurs before the primary
exposure X , i.e., a causal instrumental variable, then we can define the potential exposure Xz that
will arise if Z is set to z by external intervention, and the potential outcome Yzx that would be
observed if X is set to x and Z is set to z. The following conditions provide an alternative definition
of an instrumental variable:

(a) exclusion restriction: Yzx = Yx

(b) independence: (Xz, Yzx) ⊥⊥ Z
(c) relevance: E(Xz) is a nontrivial function of z

For instance, noncompliance occurs in some randomized clinical trials. The treatment actually
received, X , is affected by but not necessarily identical to the assigned treatment Z, and the
outcome Y is only affected by the received treatment. In this case, the treatment assignment Z is
an instrumental variable, which is independent of the latent confounder U and is associated with
the treatment actually received, X .
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Under the three core conditions, the ACE is only partially identified, that is, only certain upper
and lower bounds can be derived (Manski 1990, Balke & Pearl 1997). Unfortunately, such bounds
are often wide and include the null value, which cannot produce informative results. Identification
of causal effects using an instrumental variable requires extra model assumptions. A commonly
used assumption is effect homogeneity (Hernán & Robins 2018), which is encoded in structural
equation models (Wright 1928, Goldberger 1972) or structural mean models (Robins 1994). For
example, the linear regression model E(Y | X , U ) = γ1 X + U encodes a constant causal effect
that is γ1 for all individuals. The conventional instrumental variable estimator under this model
is γ iv

1 = σ̂zy/σ̂xz, where σ̂zy is the sample covariance of Z and Y . Under the instrumental variable
conditions i–iii, the bias of γ iv

1 converges to zero under a large sample size because Z ⊥⊥ U . That
is the key reason instrumental variable estimation can eliminate the confounding bias.

An alternative assumption is that the effect of Z on X is monotone, i.e., Xz=1 ≥ Xz=0, which
means that there is no one who does the opposite of his assignment. Under conditions a–c and
the monotonicity assumption, the complier ACE E(Y1 − Y0 |X1 = 1, X0 = 0) is identified (Imbens
& Angrist 1994, Angrist et al. 1996). Recent surveys of the instrumental variable approach and
comparison of the homogeneity and monotonicity assumptions include those of Hernán & Robins
(2006), Clarke & Windmeijer (2012), and Hernán & Robins (2018).

Recent research on the instrumental variable approach has centered around validity checking
and violation detection of the core conditions and corresponding mitigation methods. Balke &
Pearl (1997) and L. Wang et al. (2017) proposed falsification tests of the instrumental variable
assumptions. Bound et al. (1995), Stock et al. (2002), and many others discussed the weak instru-
ment problem (i.e., Z and X are weakly correlated). Manski & Pepper (2000) and Small (2007)
proposed bounding and sensitivity analysis methods under violations of the exclusion restriction
assumption. Bowden et al. (2015) and Kolesár et al. (2015) discussed estimation methods using
multiple or many invalid instrumental variables in economics and Mendelian randomization stud-
ies. Lin et al. (2015) and Kang et al. (2016) considered variable selection and estimation with
high-dimensional instrumental variables.

3.2.2. Adjustment with negative controls. Negative control variables are those not causally
associated with the primary treatment nor outcome, but correlated with the unobserved con-
founders. The tradition of using negative controls in causal inference dates back to the notion of
specificity initiated by Hill (1965) and Yerushalmy & Palmer (1959). As Hill (1965) advocated,
if one observes that the exposure has an effect only on the primary outcome but not on other
ones, then the credibility of causation is increased; Weiss (2002) emphasized that in order to ap-
ply Hill’s specificity criterion, one needs prior knowledge that only the primary outcome ought
to be causally affected by the exposure. Rosenbaum (1989), Lipsitch et al. (2010), and Flanders
et al. (2011) described guidelines for using negative control variables or known effects to detect
confounding in observational studies. Schuemie et al. (2014) discussed using negative controls
for p-value calibration in medical studies. Empirical negative control studies include those of
Trichopoulos et al. (1983), Davey Smith (2008), and Flanders et al. (2017). But confounding de-
tection and robustness checks do not make full use of the negative control variables and cannot
give definitive conclusions about causal associations or identify the causal effect.

Miao & Tchetgen Tchetgen (2017) and Miao et al. (2018) formally established the framework
of using negative controls for unobserved confounder adjustment. Let U denote the unobserved
confounder such that the latent ignorability holds, i.e., Yx ⊥⊥ X |U and 0 < pr(X = 1 |U ) < 1.
Negative control variables are classified into two classes: negative control outcome W,

W ⊥⊥ X |U , W �⊥⊥ U ,
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and negative control exposure Z,

Z ⊥⊥ Y |(U , X ), Z ⊥⊥ W |(U , X ).

Figure 2 provides a causal network to depict the conditional independencies and to illustrate
negative controls.

Because X does not directly affect W, the association between (X , W ) is determined by their
associations through U . A nonzero association between (X , W ) indicates the presence of unmea-
sured confounders, and based on this property, previous authors used negative control outcomes
for confounding detection or robustness checks.

Given the above conditions, negative controls can be used as proxies of the unobserved
confounder, and Gagnon-Bartsch & Speed (2012), Flanders et al. (2017), and J. Wang et al.
(2017) explored confounding bias correction under their respective model assumptions. Miao &
Tchetgen Tchetgen (2017) and Miao et al. (2018) described general identification conditions and
confounding adjustment methods with negative controls: For any (y , z, x), they proposed to solve

pr(Y = y |Z = z, X = x) =
∫ +∞

−∞
h(w, x, y)pr(W = w|Z = z, X = x)dw

for h(w, x, y), with pr(Y = y | Z = z, X = x) and pr(W = w | Z = z, X = x) estimated
from observed data. Then, under certain rank or completeness conditions, the potential outcome
distribution is identified by

pr(Yx = y) = E{h(W , x, y)},

and the ACE is identified.
The negative control approach can be used to eliminate the bias of the instrumental variable

estimator. In the instrumental variable design, independence between the instrumental variable
and the confounder may be violated in practice, which results in a biased estimator. However,
by incorporating a negative control outcome and treating the instrumental variable as a negative
control exposure, one can apply the negative control adjustment to identify the causal effect, and
the bias due to the invalid instrumental variable is removed.

4. SURROGATE PARADOX AND CRITERIA FOR SURROGATES

4.1. Surrogates and Their Criteria

In clinical trials, surrogates are often used to assess treatment effects on unobserved endpoints
when measurement of the endpoints is expensive or infeasible. There have been a number of papers
questioning the validity of surrogates (Fleming & Demets 1996, Baker 2006, Manns et al. 2006,
Alonso & Molenbergh 2008). They pointed out that in many real clinical trials, the application
of surrogates has falsely evaluated treatment effects on endpoints, such as using CD4 counts as a

X

U W

Y

Z

Figure 2
A graph model where Z and W denote a pair of negative control exposure and outcome, respectively.
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surrogate for survival time in clinical trials of AIDS and bone mass as a surrogate for fracture in
osteoporosis studies.

There are many approaches for using surrogates to quantitatively evaluate the treatment effects
on endpoints (Buyse & Molenberghs 1998, Burzykowski et al. 2005). The quantitative approaches
require that the measures of associations in the previous validation studies can be transferred
quantitatively to the future studies. For example, the proportion of the treatment effect proposed
by Freedman et al. (1992) is used to assess the surrogate validation based on associations among
variables obtained in previous validation studies. Li et al. (2010) proposed a Bayesian approach for
assessing principal surrogates.

If the endpoint of interest is never observed in clinical trials on the treatment, we need prior
knowledge about relationships among treatment, endpoint, and surrogate. Based on the prior
knowledge, we use the treatment effect on the observed surrogate to qualitatively predict the sign
of the treatment effect on the unobserved endpoint. There are several criteria for qualifying surro-
gates. The most intuitive criterion may be that there is a strong association between the endpoint
and the surrogate. However, the strong association alone is not sufficient for using surrogates to
evaluate the treatment effect on the endpoint. For example, there is a strong association between
the shoe size and the reading ability for primary school children. However, changing into a larger
pair of shoes does not increase a child’s reading ability.

Prentice (1989) proposed a criterion for surrogates that requires both a strong association and
the condition that the endpoint Y is independent of a treatment X conditionally on a surrogate
S, denoted as Y ⊥⊥ X | S. The surrogates satisfying Prentice’s criterion are called the statisti-
cal surrogates. Conditional independence means that the surrogate S can break the association
between the treatment X and the endpoint Y , and thus, the association between X and Y can
be represented by the association between X and S if S and Y have a strong association. Under
his criterion, Prentice (1989) showed that X ⊥⊥ S implies X ⊥⊥ Y , although the reverse may
not be true. Thus, for a randomized trial of treatment X , Prentice’s criterion can ensure that a
null treatment effect on the surrogate S (i.e., pr(S1 = s) = pr(S0 = s), which is equivalent to
pr(S = s | X = 1) = pr(S = s | X = 0)) implies a null treatment effect on the endpoint Y (i.e.,
pr(Y1 = y) = pr(Y0 = y), which is equivalent to pr(Y = y |X = 1) = pr(Y = y |X = 0)).

Frangakis & Rubin (2002) presented the idea that a surrogate should possess the property
of causal necessity: A treatment has a causal effect on endpoint Y only if the treatment has an
ICE on the surrogate S. They gave a numerical example in which the statistical surrogate S does
not possess the property of causal necessity: For individuals in the principal stratum defined by
SX=1 = SX=0, there is no individual treatment effect on the statistical surrogate S, but there may be
individual, distributional, and average treatment effects on the endpoint Y . To make a surrogate
possess the property of causal necessity, Frangakis & Rubin (2002) defined that S is a principal
surrogate if for all fixed s, the comparison of elements between the ordered sets

{YX=1(i ) : for every individual i such that SX=1(i ) = SX=0(i ) = s}
{YX=0(i ) : for every individual i such that SX=1(i ) = SX=0(i ) = s}

results in equality. The potential outcomes of YX=1(i ) and YX=0(i ) are compared pairwise in the
order of individuals in the ordered sets.

Lauritzen (2004) proposed the strong surrogate criterion that the surrogate S breaks the causal
path from treatment X to endpoint Y in a causal diagram. A strong surrogate also satisfies the
causal necessity. If treatment is binary, then a principal surrogate and a strong surrogate are
equivalent. Gilbert & Hudgens (2008) proposed that any reasonable surrogate should have both
the average causal necessity and the average causal sufficiency. Joffe & Greene (2009) summarized
related statistical approaches and discussed the relationships among these approaches.
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4.2. Surrogate Paradox

For statistical surrogates, principal surrogates, and strong surrogates, Chen et al. (2007) showed
that a treatment X may have a positive causal effect on a surrogate S, and the surrogate may have
a positive causal effect on an endpoint Y , but the treatment X may have a negative effect on the
endpoint Y . This phenomenon is called the surrogate paradox. The surrogate paradox means that
the sign of the treatment effect on the endpoint cannot be predicted by the sign of treatment effect
on the surrogate and the sign of the causal effect of the surrogate on the endpoint.

The surrogate paradox presents a key issue of the surrogate approach. A surrogate S is an
intermediate variable in the causal path from X to Y , and variable X can be seen as an instrumental
variable. A more proper name for the paradox might be “the intermediate variable paradox” to
reflect a wider generality. The same paradox applies to other situations. For example, the paradox
can be called the instrumental paradox in the use of instrumental variable. This paradox also points
out the issue of the transitivity of causal effects on a causal path.

Moore (1995) gave a real-life example of the surrogate paradox. Doctors know that having an
irregular heartbeat is a risk factor for sudden death, and they presumed that correcting irregular
heartbeats would prevent sudden death. Thus, with correction of heartbeat as a surrogate, sev-
eral drugs (encainide, flecainide, and moricizine) were approved by FDA. However, the Cardiac
Arrhythmia Suppression Trial (CAST 1989) showed that these drugs did not improve survival
times and instead increased mortality.

Below, we give a numerical example to illustrate the surrogate paradox. Let X denote the
treatment, 1 for treated and 0 for control. Let S denote the correction of an irregular heartbeat, 1
for corrected and 0 for uncorrected, and Sx the potential outcome of correction under treatment
X = x. The endpoint Y is the survival time, and Ysx is the potential survival time under X = x
and S = s. We assume that the treatment effect on survival time is completely driven by the
correction of an irregular heartbeat, that is, Ysx = Ysx′ = Ys. Thus, we have that S1 = S0 = s
implies Ys 0 = Ys 1, and the heartbeat status S is a principal surrogate and also a strong surrogate.
Further assume that correction of an irregular heartbeat has a positive individual effect on the
endpoint, i.e., YS=1(i ) > YS=0(i ) for every patient i . These two assumptions are very stringent, but
we can still show the occurrence of the surrogate paradox using the artificial population with 100
patients with an irregular heartbeat in Table 1. For binary S0 and S1, the 100 patients are stratified
into four principal strata (1 to 4) as shown in columns 3 and 4: never corrected (S0 = 0, S1 = 0),
where the heartbeat status S will not be corrected regardless of the treatment X ; effectiveness
(S0 = 0, S1 = 1), where S will be corrected if and only if the patient is assigned to the treated
group, X = 1; defiers (S0 = 1, S1 = 0), where S will be corrected if and only if the patient is
assigned to the control group, X = 0; and always corrected (S0 = 1, S1 = 1), where S will always
be corrected regardless of X . The number of patients in every stratum is given in column 2. For

Table 1 Illustration of the surrogate paradox for 100 patients with irregular heartbeat

Stratum N of patients SX=0 SX=1 YS=0 YS=1 YX=0 YX=1

1 20 0 0 3 5 3 3

2 40 0 1 6 7 6 7

3 20 1 0 5 8 8 5

4 20 1 1 9 10 10 10

S denotes the correction of an irregular heartbeat, with 1 for corrected and 0 for uncorrected. X is the treatment, with 1 for
treated and 0 for control. Y is the survival time in years.
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simplicity, we assume that all patients in the same principal stratum have the same potential survival
time. Columns 5 and 6 give the potential survival times for patients in all principal strata, although
some of them are prior counterfactual. For example, YS=1 in stratum 1 is prior counterfactual
since S = 1 cannot be obtained by assigning either treatment X = 0 or 1 unless the external
intervention S = 1. From columns 3 to 6, we can obtain the potential survival times (YX=0, YX=1).
For example, if a patient in stratum 2 were treated, then the patient would have SX=1 = 1 and thus
YX=1 = YSX=1,X=1 = YSX=1 = YS=1 = 7. For the population of the 100 patients given in Table 1,
we have that the ACE of treatment on the correction of irregular heartbeats is positive,

ACEX→S = 40 + 20
100

− 20 + 20
100

= 20
100

> 0,

but we obtain a negative treatment effect on the survival time

ACEX→Y = 3 · 20 + 7 · 40 + 5 · 20 + 10 · 20
100

− 3 · 20 + 6 · 40 + 8 · 20 + 10 · 20
100

= − 20
100

< 0.

In the above example, the surrogate paradox occurs since there are defiers (SX=0 = 1, SX=1 = 0),
that is, for 20 patients the treatment did not correct the irregular heartbeat. Geng (2015) gave other
examples of the surrogate paradox for the case without defiers and for the statistical surrogate.

4.3. Criteria for Consistent Surrogates

To avoid the surrogate paradox, Chen et al. (2007), Ju & Geng (2010), Wu et al. (2011), and
VanderWeele (2013) presented the criteria for consistent surrogates, which require that the sign
or direction of treatment effect on a surrogate can be used to predict the sign or direction of
treatment effect on the unobserved endpoint. Assume that treatment X is randomized. Since the
surrogate S may not be randomized, there may be an unobserved confounder or a confounder set U
that affects both the surrogate S and the endpoint Y . Let Yx and Sx denote the potential outcomes of
the endpoint and the surrogate under a treatment X = x, respectively. For a continuous surrogate
S, we denote the distributional causal effect (DCE) of X on the endpoint S as DCEX→(S>s) =
pr(S1 > s) − pr(S0 > s). For example, the DCE is used to assess the causal effect of smoking (X )
on hypertension (blood pressure larger than a threshold s). We say that X has a nonnegative (null)
DCE on S if DCEX →(S>s) ≥ (=) 0 for all s. If, in addition, there exists a threshold s such that
DCEX →(S>s) > 0, then we say that X has a positive DCE on S.

We now introduce two criteria to avoid the surrogate paradox, one based on the prior knowledge
of causation and the other based on the prior knowledge of association. First, we introduce the
criterion for the consistent surrogates based on the causation knowledge. If

1. the ACE of S on Y conditional on U = u is nonnegative for all u, and
2. the sign of DCE of X on S conditional on U = u does not change with u,

then a nonnegative DCE of X on S implies a nonnegative ACE of X on Y , and a null DCE of X
on S implies a null ACE of X on Y . Furthermore, if

3. conditional on some U = u, both the ACE of S on Y is positive and the DCE of X on S has
the strict inequality sign (“> 0” or “< 0”),

then a positive DCE of X on S implies a positive ACE of X on Y .
Condition 1 means that S is a risk factor for the endpoint Y conditional on any u. For example,

we would require that irregular heartbeat is a risk factor for sudden death for all values of the
unobserved confounder. Condition 2 means that the conditional DCE of treatment X on the
surrogate S given U = u has the same sign for all u, although we may not know whether it is
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positive or negative. Condition 3 means the strict signs of inequality (>0 or <0) of conditional
causal effects of X on S and of S on Y given some U = u simultaneously hold so that the causal
effect of X on Y conditional on some u has a strict positive or negative sign, and its probability is not
zero. Ju & Geng (2010) showed how several commonly used models of Y and of S (e.g., generalized
linear models, proportional hazards models, and some of their extended models) including a latent
variable U can avoid the surrogate paradox. In these models, a positive causal effect of X on S
implies that the coefficient of X in the models of S is positive, and then both conditions 2 and 3
are satisfied; condition 1 is satisfied by a positive coefficient of S in the models of Y , and thus, the
effect sign of X on S can predict the effect sign of X on Y .

Let S be a continuous strong surrogate that breaks the path from treatment X to endpoint Y
so that X is an instrumental variable, and let ACES→Y (s, s′) = E(Ys) − E(Ys′ ). Chen et al. (2007)
proved the equation of ACEs for s > s′,

ACEX→Y = ACEX→SACES→Y (s, s′)
s − s′

,

under either of the following two models.
� Model I: a nonparametric model for pr(s|x, u) and a linear model for Y ,

E(Y |S = s, U = u) = α1s + γ1(u)

� Model II: semi-parametric models for S and Y ,

E(S|X = x, U = u) = β2(x) + γ2(u),

E(Y |S = s, U = u) = sβ1(u) + γ1(u)

Here, αi , βi , and γi denote parameters, and αi ( ), βi ( ), and γi ( ) denote unknown functions. From
this equation of ACEs, we can obtain an instrumental variable estimation equation of ACES→Y (s, s′)
for models I and II with an unobserved confounder U between S and Y .

Since U is never observed, these conditions and models cannot be tested from observed data
even if Y is observed in a validation study, and thus we need the prior knowledge about the causation
relationships among these variables. The causation-based criterion requires that all paths from
treatment X to the endpoint Y are broken by a single intermediate variable S, which means no
direct effect from X to Y , that is, there are no other paths from X to Y . This requirement rather
than a conditional independency cannot be checked by data. The advantage of the causation-based
criterion for the consistent surrogates is that the prior knowledge of the causal mechanisms may be
obtained from experts, but the disadvantages are the empirical untestability and the requirement
of no direct effect of the treatment on the endpoint.

Next, we introduce the criteria for consistent surrogates based on the prior knowledge of the
association relationships among treatment, surrogate, and endpoint. If

1. E(Y |s, X = 0) − E(Y |s′, X = 0) ≥ 0 for all s > s′ or
E(Y |s, X = 1) − E(Y |s′, X = 1) ≥ 0 for all s > s′, and

2. E(Y |s, X = 1) − E(Y |s, X = 0) ≥ 0 for all s,

then a nonnegative DCE of treatment X on S can predict a nonnegative ACE of treatment X on
Y .

Unlike the conditions based on causation, these conditions based on association are testable
if the endpoint Y is observed in a validation study, and they allow for the direct effect of the
treatment on the endpoint. Condition 1 requires that the monotonicity property of the expectation
of Y in s holds for only one treatment group, not necessarily for both groups. Particularly for the
control group of X = 0, the control treatment (such as a placebo) may have been used in the
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previous trials, and thus the prior knowledge about condition 1 for X = 0 may be obtained
from the previous trials. Condition 2 describes the monotonicity property in x that the treatment
X nonnegatively associates with the endpoint conditional on the surrogate. When Prentice’s
conditional independence Y ⊥⊥ X | S holds, condition 2 is satisfied. This criterion shows that
to avoid the surrogate paradox, we need to add one more condition to Prentice’s criterion: The
conditional expectation of the endpoint in the control group is a monotonic function of the
surrogate S. For example, irregular heartbeat is a risk factor for sudden death in the placebo
group, but it is not required that irregular heartbeat must also be a risk factor for sudden death
in the treated group. Furthermore, under the assumptions of generalized linear models and the
exponential distribution family, the treatment effects on the surrogate and the endpoint have the
same signs (positive, negative, or null) ( Ju & Geng 2010, Wu et al. 2011).

All of the above criteria are only for a single surrogate. In many applications, however, a
treatment may affect the endpoint through several paths, and thus a single surrogate cannot break
these paths. For example, a drug may reduce a death due to AIDS through two paths, by decreasing
HIV-1 RNA and by increasing CD4 count. In this case, a single surrogate may not satisfy any
criteria of the statistical, principal, strong, and consistent surrogates, and both HIV-1 RNA and
CD4 count should be used as multiple surrogates for death due to AIDS. Joffe (2013) suggested that
it is meaningful to generalize the criteria for a single surrogate to multiple surrogates. Luo et al.
(2018) proposed a criterion for multiple surrogates S = (S1, . . . , Sp ) based on stochastic orders
of random vectors. We depict a causal network with p = 2 surrogates S1 and S2 in Figure 3.
The double-headed arrow between S1 and S2 means that they are correlated. Let S(x) denote the
potential outcome of multiple surrogates S under treatment x. Let f (s, x) = E(Y |s, x), and say that
f (s, x) increases in a vector s = (s1, . . . , sp ) if it increases in every element si for i = 1, . . . , p . Luo
et al. (2018) gave the following criterion for multiple surrogates to avoid the surrogate paradox.
Suppose that we have the following knowledge about the conditional expectation f (s, x):

1. f (s, 1) or f (s, 0) is a nonconstant increasing function of s, and

2. f (s, 1) ≥ f (s, 0) for all s.

Under this supposition, Luo et al. (2018) showed that if S(1) is larger than S(0) in the stochastic
order, then the causal effect of treatment X on the endpoint Y is positive. Thus, we can use the
signs of treatment effects on multiple surrogates S to predict the sign of treatment effect on the
unobserved endpoint Y . All of these conditions in the multiple-surrogate criterion can be tested
if there is a validation trial in which the endpoint is observed, and some of these conditions can
also be tested if the endpoint has been observed in a previous trial with the same placebo. Luo
et al. (2018) also gave the sufficient conditions for the sign equivalence of treatment effects on the
surrogates and on the endpoint under the conditional independence of treatment and the endpoint
given multiple surrogates. Furthermore, they illustrated that the multiple-surrogate criterion can
be satisfied by many commonly used models.

X YS2

S1 U

Figure 3
Causal network with treatment X , two surrogates S1 and S2, endpoint Y , and latent confounder U .
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5. CAUSAL NETWORKS AND STRUCTURE LEARNING

5.1. Causal Networks

Causal effect evaluation, mentioned in previous sections, focuses on the causal effects of a given
treatment on a given outcome. In many scientific studies, however, researchers may be interested in
the associations, interactions, and causal relationships among multiple variables. To formulate the
associations and interactions among multiple discrete variables, log-linear models were pioneered
by Birch (1963), Goodman (1970), Haberman (1974), Bishop et al. (1975), and Fienberg (1980),
which are widely used for discrete multivariate analysis. Darroch et al. (1980) presented graphical
models that depict conditional independencies via the absences of edges between variables in
undirected graphs. Fienberg (2011) reviewed the developments of log-linear models and graphical
models.

To formulate causal relationships and data generating mechanisms, Pearl (1988, 2009) pre-
sented causal networks depicted by directed acyclic graphs (DAGs). We let {X1, . . . , Xp } denote
the vertex set of a DAG of interest, a directed edge Xi → X j denotes that Xi is a parent or cause
of X j and that X j is a child or effect of Xi , and pa(Xi ) denotes the parent set of Xi . The data gener-
ating mechanism can be represented by Xi = fi (pa(Xi ), εi ) for every i , where εi is an independent
random residual variable that does not affect any other variable X j for any j �= i . Then, the joint
distribution of variables can be factorized into

pr(X1, . . . , Xp ) =
p∏

i=1

pr(Xi |pa(Xi )).

We make the faithfulness assumption, which is used for structure learning of DAGs (Pearl 2009).
Under the faithfulness assumption, a DAG can encode all conditional independencies of a distri-
bution. A Markov equivalence class consists of all DAGs that encode the same set of conditional
independencies. A Markov equivalence class can be depicted by an essential graph that has the
same skeleton as all DAGs in the class and whose edges are directed if and only if the edges have
the same orientation in all DAGs in the class (Verma & Pearl 1990).

5.2. Active Learning of Causal Networks

From observed data, we cannot distinguish the Markov equivalent DAGs from each other, but we
can potentially find an essential graph depicting the Markov equivalence class (Andersson et al.
1997). In order to discover more causal relationships among variables, we need additional data
from intervention experiments to orient the directions of edges in an essential graph and to reduce
the number of candidate DAGs in the class. Cooper & Yoo (1999) presented a method of causal
discovery from a mixture of experimental and observational data. Tian & Pearl (2001) proposed
a method of discovering causal structures based on dynamic environment. Tong & Koller (2001)
and Murphy (2001) presented active learning of network structures using a Bayesian framework.
To determine uniquely the underlying causal network in a Markov equivalence class learned from
observational data, He & Geng (2008) proposed two optimal designs of intervention experiments
for the active learning approach: the batch-intervention design and the sequential-intervention
design, to minimize the number of variables to be manipulated. Hauser & Bühlmann (2012)
proposed the active learning approach for learning an interventional Markov equivalence class of
DAGs from multiple interventions.

5.3. Local Structure Learning Around a Given Target Variable

In observational studies, researchers are often interested in discovering the causes and effects of a
given variable rather than discovering a global causal network. For example, researchers want to
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find the causes of lung cancer, the effects of smoking, and the causes and effects of hypertension.
Guyon et al. (2008) organized a causation and prediction challenge focusing on predicting the
causal effect of external interventions on a given variable. There are some algorithms that aim to
find local causal relationships around a given variable Xi . The algorithms proposed by Peña et al.
(2007) and Aliferis et al. (2010) find the parents and the children (PC) and the Markov blanket
(MB) of Xi [denoted as MB(Xi )] so that the given variable is conditionally independent of other
variables given MB(Xi ). But these algorithms do not distinguish the parents (causes) from the
children (effects) of the given variable.

The MB fan search algorithm (Ramsey 2006), the PCX algorithm (Bai et al. 2004), and the
tabu search-enhanced MB (TS/MB) algorithm (Bai et al. 2008) learn a graphical MB model of a
given variable Xi for classification. These algorithms can find all the edges connecting Xi and can
orient some but not all edge directions.

Xie et al. (2006) and Xie & Geng (2008) presented the decomposition learning approach.
Suppose the vertex set of a DAG of interest can be represented by the union of three disjoint
subsets A, B, and C, such that A ⊥⊥ B | C. For X1 ∈ A and X2 ∈ A ∪ C, they are conditionally
independent given a subset of A ∪ B ∪ C if and only if they are conditionally independent given
a subset of A ∪ C. When both X1, X2 ∈ C, they are conditionally independent given a subset of
A ∪ B ∪ C if and only if they are conditionally independent given a subset of A ∪ C or given a
subset of B ∪ C. According to these results, Xie et al. (2006) proposed the decomposition learning
algorithm, which decomposes the problem of searching conditional variable sets in the full set of
all variables into the problems of searching them in many smaller variable sets. Xie & Geng (2008)
presented the recursive algorithm, which recursively decomposes the problem of learning a large
DAG into the problems of learning two smaller DAGs.

For the case that the set A contains a single variable Xi and C is MB(Xi ) such that Xi ⊥⊥
(other variables)|MB(Xi ), then the above results can be used to learn the skeleton edges connect-
ing Xi . Wang et al. (2014) proposed the MB-by-MB algorithm to find a local network center-
ing around Xi . The MB-by-MB algorithm first finds MB(Xi ) and constructs a local structure of
MB(Xi ), and then it sequentially finds MB(X j ) of every neighbor X j connecting Xi and simul-
taneously constructs local structures of MB(X j ). This sequential process of finding an MB and
then constructing a local structure of the MB along the paths starting from Xi is repeated until
the causes and effects of Xi have been determined or the local undirected graph around Xi is
surrounded by the directed edges. For the former case, it finds the direct causes and direct effects
of Xi . For the latter case, it obtains a local structure with some undirected edges connecting Xi

that cannot be oriented even if it learns the global essential graph.
In practice, to discover the causes of a given outcome or the effects of a given exposure, we

need to design an observational study before collecting data. The MB-by-MB approach offers
an idea for designing a sequential observational study. Let SuperMB(X j ) denote a superset that
contains X j and MB(X j ). Suppose that we know a sufficiently large set that contains MB(X j ) [i.e.,
SuperMB(X j )]. In a sequential observational study, given the target variable Xi of interest, we first
observe SuperMB(Xi ) and learn a local structure over SuperMB(Xi ); next we observe SuperMB(X j )
for a neighbor X j of Xi in the local structure and learn a local structure over SuperMB(X j ).
Repeat this MB-by-MB process of observing and learning until the causes and the effects of Xi are
identified or the undirected graph around Xi is surrounded by directed edges. For the latter case, we
may need some interventions to determine the directions of these undirected edges connecting Xi .

6. DISCUSSION

In this article, we reviewed the two frameworks for causal inference: the potential outcome frame-
work and causal networks. Both of them are used to define and to evaluate causal effects. The
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former focuses on inference about the effect of a given treatment or exposure, whereas the latter
can be used to discover causal relationships among variables. Both the Yule-Simpson paradox and
the surrogate paradox are induced due to latent confounders. The criteria for confounders are
useful to identify the confounders to be adjusted for during data analysis. In addition, they can
also be used in prospective study designs to determine what variables should be recorded. There
is a debate about whether or not adjustment for a nonconfounder can improve the efficiency
of causal inference. Mantel & Haenszel (1959), Gail (1986), Mantel (1989), Wickramaratne &
Holford (1989), and Robinson & Jewell (1991) showed that adjustment for a nonconfounder in
a linear regression model results in improved precision, whereas such adjustment in a logistic
regression model results in a loss of precision. Breslow & Day (1980) also addressed how strat-
ification by nonconfounders can increase the variability of the estimates of relative risk without
eliminating any bias. Wang et al. (2007) compared the estimates of the counterfactual proportion
pr(Y0 |X = 1) with and without adjusting for a nonconfounder, and they showed that the variance
of the proportion estimate is increased by adjusting for a nonconfounder when the sample size of
the unexposed group is larger than the sample size of the exposed group.

In addition to adjustment and exact identification, sensitivity analysis (Cornfield et al. 1959,
Rosenbaum & Rubin 1983a, Rosenbaum 2002) is a powerful tool to assess the impact of con-
founding and untestable assumptions on causal conclusions. Although plenty of methodological
research and empirical applications exist for confounding adjustment and sensitivity analysis, ex-
tensions of such methods and novel approaches are necessary to accommodate complex data and
integrate summary data in modern causal inference, for instance, two-sample instrumental vari-
able estimation (Inoue & Solon 2010) and meta-analysis (DerSimonian & Laird 1986, Brockwell
& Gordon 2001).

In our review of the surrogate paradox and the criteria for surrogates, we only discussed the
qualitative evaluation of treatment effects, but in practice the quantitative evaluation may be
more important. The quantitative approaches require quantitatively transferring the measures of
associations from previous validation studies to the future studies (Freedman et al. 1992, Li et al.
2010). Both the qualitative and quantitative approaches have their respective merits and could
therefore be used in parallel in real applications.

The causation-based criteria for surrogates require prior knowledge on the causal mechanism
and an untestable assumption that the surrogate breaks all paths from the treatment to the endpoint.
The association-based criteria rest on prior knowledge on association relationships between the
treatment, surrogate, and endpoint, but not on the aforementioned assumption, and thus they may
not satisfy the causal necessity. If the endpoint is observed in a validation study, the association-
based criteria can be checked by observed data. But association knowledge is not always translated
directly from causation knowledge. With certain models for associations and causations (e.g., the
generalized linear model, proportional hazards models, and some of their extended models), the
surrogate paradox may be avoided.

It is more challenging to discover causal relationships among variables from observational data.
Learning the structures of causal networks provides an approach for causal relationship discovery.
In many applications, we may be interested in finding the causes and effects of a given variable
rather than a whole causal network over all variables. We reviewed several local structure learning
approaches that find the local causal network around the variable of interest from observed data.
These local structure learning algorithms can also be used to design an observational study before
collecting data.

While causal effect evaluation focuses on identifying the effects of causes, the problem of causes
of effects is of much interest in many legal and scientific studies. Dawid et al. (2014, 2015, 2016)
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discussed the relationships and the differences between these two concepts and provided a framing
for assessing causes of effects.

SUMMARY POINTS

1. The Yule-Simpson paradox means that the association between two variables can be
changed by omitting a confounder. The criteria for confounders can be used for designs
of observational studies and for data analysis.

2. Approaches to adjusting for observed confounders include stratification, matching, in-
verse probability weighting, regression, and hybrids of these approaches. For the case
with unobserved confounders, instrumental variables are widely used, and the negative
control approach is a promising mitigation method in the case where the instrumental
variable approach fails.

3. The surrogate paradox is when a treatment has a positive causal effect on a surrogate,
and the surrogate has a positive causal effect on an endpoint, but the treatment may have
a negative causal effect on the endpoint. To avoid the surrogate paradox, criteria for
surrogates can be used.

4. To find the causes and effects of the target variable, we need to learn only the local
structure around the target variable rather than a global causal network. The MB-by-
MB algorithm is reviewed.

FUTURE ISSUES

1. New criteria for surrogates need to be explored further to avoid the surrogate paradox
and to quantitatively predict the causal effect of treatment on endpoints.

2. For causal network learning, approaches for dealing with latent variables need to be
further developed.

3. In modern data science, causal inference will involve the integration of multisource data
and summary data. The approaches of meta-analysis and transfer learning from different
populations offer the potential to develop novel methods for causal inference.
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