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Abstract

Virtual reality (VR) is becoming an increasingly important way to investi-
gate sensory processing.The converse is also true: in order to build good VR
technologies, one needs an intimate understanding of how our brain pro-
cesses sensory information. One of the key advantages of studying percep-
tion with VR is that it allows an experimenter to probe perceptual processing
in a more naturalistic way than has been possible previously. In VR, one is
able to actively explore and interact with the environment, just as one would
do in real life. In this article, we review the history of VR displays, includ-
ing the philosophical origins of VR, before discussing some key challenges
involved in generating good VR and how a sense of presence in a virtual
environment can be measured. We discuss the importance of multisensory
VR and evaluate the experimental tension that exists between artifice and
realism when investigating sensory processing.
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ORIGINS OF VIRTUAL REALITY

In 1641, Rene Descartes published his Meditations on First Philosophy, in which he proposed a
thought experiment:What if everything he saw around himwere not real but instead a trick played
on him by an “evil genius” whose energies were employed solely into deceiving him.He stated, “I
shall consider that the heavens, the earth, colors, figures, sound, and all other external things are
naught but the illusions and dreams of which this genius has availed himself in order to lay traps
for my credulity” (Descartes 1641, First Meditation). Effectively, Descartes was worried that he
might be trapped in the ultimate virtual reality (VR) system. The core of his skeptical argument
was that there might not be any way in which he could tell if he were trapped in such a system or
not. In this thought experiment, Descartes preempted the whole notion of VR, hundreds of years
before the advent of computers. Arguably, the origins of VR can be traced back still further. In his
allegory of the cave, Plato proposed that if one had never seen the real world, but instead merely
an impoverished projection of it (in this case, shadows of the real world projected onto the wall of
a cave), then the impoverished projection would constitute one’s reality.

In whatever guise, completely fooling an individual into believing what is being experienced
is real, even though it is simulated, is what technology companies are striving to achieve with
VR systems. It is also what many experimenters believe should form the basis of the ultimate
environment for testing theories about sensory processing. In this review, we examine the science
behind VR displays.We focus primarily on vision, as this is the key component of VR today, but by
display, we mean the sum total of sensory information that impinges upon the observer. As such,
we briefly describe other sensory modalities and the use of VR in animals other than humans.
VR can be a valuable tool for studying the senses, but conversely, designing good VR technology
requires a thorough understanding of human sensory processing.

WHAT IS VIRTUAL REALITY?

When VR is discussed today, one typically means a binocular head-mounted display (HMD),
which presents each eye with a two-dimensional (2D) perspective projection of the virtual scene
that one is trying to simulate. From these two projections, the brain is able to infer three-
dimensional (3D) properties of the simulated environment, just as it does from the retinal projec-
tions of the real world received by each eye ( Julesz 1971, Wheatstone 1838). The aim of VR is
to mimic this natural process of projection (Figure 1). Distinguishing VR from 3D technologies
such as stereoscopes, haploscopes, and 3D computer monitors (Banks et al. 2016) is the observer’s
ability to move freely within the simulated 3D environment, giving rise to rich motion parallax
information (Hartley & Zisserman 2000). Observer movement provides important information
in terms of how the images of the scene change over time in response to our movement, which is
not available to a static observer (Koenderink & Vandoorn 1987). Even when one moves a scene
relative to a static observer, so that the retinal images are identical to when the observer moves,
the addition of observer movement helps to disambiguate different possible interpretations of the
scene layout (Wexler & van Boxtel 2005, Wexler et al. 2001). For movement to be useful, the
images of the simulated scene need to be updated in real time as the observer moves.

Currently, there is a suite of related technologies that share features in common with VR, such
as augmented reality (AR) and merged reality (MR), which, like VR, aim to fool the brain into
believing that the simulated components of the 3D scene are in some sense real. Whereas in a
VR system, everything that the user sees is computer generated, in an AR system, simulated 3D
content is superimposed onto a view of the real world. In anMR system, like VR, everything a user
sees is computer generated, but much of the content is directly scanned from the environment
and rendered in real time, so it is in some ways more akin to AR. In an MR system, additional
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Figure 1

Binocular projection of a scene consisting of 3D scans of real-world objects projected onto two screens
(using perspective projection), such as those in a virtual reality head-mounted display. Eye position (white
spheres) relative to the screen determines the viewing frustum of each eye’s display (white pyramids). To
estimate properties of the 3D scene, the observer has to use 2D information contained within these two
images and determine how this information changes over time as they move.

virtual objects (not present in the real world) can be placed in the scene. This type of system
has also been termed video-see-through AR (Kanbara et al. 2000) and is similar to smart phone
applications such as Pokémon Go. It has the distinct advantage over see-through AR that there is
no latency difference between the real and the virtual objects reaching the eye. It is clear that
as technologies progress, these distinctions will diminish over time. In this article, we attempt to
discuss generalizable principles that apply to VR, AR, MR, and other related technologies.

In terms of VR, the Sword of Damocles HMD developed by Ivan Sutherland and Bob Sproull
at the University of Utah is widely considered to be the first true VR system (Sutherland 1968).
It consisted of two low-resolution head-mounted cathode ray tubes, one for each eye, that were
updated at 30 Hz. Because of its weight, the headset was connected to the ceiling but had mechan-
ical and ultrasonic head-position sensors that allowed a user to move within a 6-ft × 6-ft × 3-ft
volume. The observer could tilt her head vertically within a 30–40° range, and each cathode ray
tube screen offered a 40° field of view. Simple simulated wire-frame stimuli could be either pre-
sented alone, similar to today’s VR systems, or superimposed on the real world via prisms, similar
to today’s AR systems. What is most striking about the Sword of Damocles is that much of today’s
VR and AR technologies are simply more advanced versions of the core principles demonstrated
with this system in 1968.

SENSORY CUES AND VIRTUAL REALITY DISPLAYS

In simple terms, all that is required from a VR headset is to update two 2D perspective-correct
projections of a simulated 3D environment as an observer moves.On the face of it, this might seem
like a trivial task, but the fact that we are so far off Descartes’ “ultimate VR system” demonstrates
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the immense difficulty inherent in simulating rich, realistic virtual scenes in real time as an ob-
server moves. Experimenters often think of the visual information in images as being partitioned
into quasi-independent sources of information that can be used to infer properties of the real or
simulated 3D environment. These so-called cues include texture, disparity, perspective, occlusion,
and height in the field of view, (Cutting & Vishton 1995, Hershenson 1999, Howard & Rogers
2002).With knowledge of how these proximal sources of information relate to distal properties of
the 3D world (Bruswik 1956,Haijiang et al. 2006), an observer is traditionally thought to perform
a process of inverse optics to estimate corresponding properties of the 3D scene (Berkeley 1709,
Helmholtz 1925).

Visual cues exist because the physical laws governing the world mean that it has a non-random
statistical structure.Of all possible 2D images, those projected to the retina of each eye come from
a very small subset. Even so, because vision involves a 3D world being projected to two 2D images,
the structure of the world is typically underdetermined by the available sensory information. As
such, visual cues are typically classified in terms of the extent to which they can place constraints on
the geometry of the underlying 3D scene, and there is active debate about the utility of different
visual cues. Traditionally, binocular disparity and motion parallax have been considered two of
the most important cues for estimating 3D properties of the world, as they provide sufficient
information for a viewer to generate a full 3D reconstruction of a static environment (Harris
2004, Howard & Rogers 2002). A full 3D reconstruction of the environment includes an x, y,
and z coordinate of each point in the scene viewable from both eyes. Figure 2a shows a set of
images taken with a binocular camera system with its interocular distance set to that of an average
human.Figure 2b illustrates the corresponding geometry inmore detail, highlighting how objects
at different positions relative to a person project to different positions in the images received by
each eye.

Binocular disparities are thought to become less useful as the viewing distance increases because
the disparity produced by a given object decreases with increasing distance (Harris 2004, Howard
& Rogers 2002). However, disparity may still be a useful cue for large objects at large viewing
distances (Palmisano et al. 2010). In VR, the difference in viewpoint caused by an observer’s move-
ment (resulting in motion parallax) typically dwarfs the difference in viewpoint produced by the
horizontal separation of the eyes (Figure 2). Thus, the relative importance of motion parallax is
much greater in VR applications where the observer moves considerable distances. Other cues
such as occlusion and optical blur have been considered less important because they do not pro-
vide x, y, and z coordinates of a point in the scene. However, Held et al. (2012) recently argued
that blur can be a much more useful cue than was previously thought because its domain of utility
is complementary to that of disparity (Held et al. 2012). Others have countered that this comple-
mentarity is specific to a particular viewing geometry and fixation distance and that blur cannot
be used as a quantitative depth cue such as disparity (Vishwanath 2012).

Even when the 3D scene is underdetermined by a cue (or set of cues), knowledge of the
statistical structure of the world could be used to disambiguate our interpretation of the scene.
Burge et al. (2010) have shown how observers can exploit such knowledge to estimate depth from
occlusion, rather than just depth order. Doing so relies on the fact that occluding contours have
a non-random relationship to the depth between occluding surfaces. A more common example is
that observers typically assume that light comes from above and use this assumption to interpret
how patterns of shading are related to 3D structure (Adams et al. 2004, Kerrigan & Adams 2013).
The use of prior knowledge about the world to constrain perception is key in the description of
perception as a process of Bayesian inference (Knill & Richards 1996) and for modeling percep-
tion in terms of Bayesian decision theory (BDT) (Mamassian et al. 2002, Trommershauser et al.
2011).
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Geometry of binocular disparity and motion parallax. (a) Images corresponding to left and right eye views
taken using a binocular camera setup, with the intercamera distance set to the interocular distance of a
typical person, as well as the two eyes’ images superimposed to highlight the binocular disparities between
them. A single eye’s image contains an abundance of visual cues such as perspective, texture gradients,
shading, occlusion, and height in the field of view that can be used to estimate the layout of the scene.
Disparities between the images received by the two eyes can be seen in the combined image. These are
particularly prominent for the rock in the foreground of the image. Traditionally, these disparities are
classified in terms of horizontal and vertical differences in the position of corresponding points in the two
eyes’ images. (b) Horizontal binocular disparities are all in a single epipolar plane containing both eyes and a
scene point (Read et al. 2009). The same geometry applies to a single eye (or camera) moving through a
static scene (where the view from the left and right eyes would be the view from the position at time 1 and
time 2). When point F is fixated at distance DF , corresponding points within the retinas of both eyes are
stimulated, and the lines of sight from both eyes define the vergence angle θF . Similarly, when points A and B
are fixated at distances DA and DB, the vergence angles are θA and θB, respectively. Interocular separation is
labeled I. The depth difference, d, between fixated point F and nonfixated point B is equal to DF −DB.
Points F and B produce an angular separation of αL in the left eye and αR in the right eye. The difference
between these two angles (αL − αR) defines the absolute horizontal disparity between points F and B and is
equivalent to the difference between the vergence angles produced by the two points when fixated. The
absolute disparity of a point is defined relative to fixation. Thus, as the vergence angle changes to fixate a
different point in depth, the absolute disparities of points in the scene will also change. Importantly, the
relative disparity between points in the scene does not change when an observer changes fixation. For
example, the difference between the angular separation between points A and B in the left (ρL) and right (ρR)
eyes (ρL − ρR) does not change when the observer fixates a different point in depth. All the disparities
illustrated here are defined in the plane containing both eyes and the scene point (or points), known as the
epipolar plane (for an in-depth discussion of the geometry of binocular disparity, see Hansard & Horaud
2008). The same geometry applies to a camera or eye moving in a static scene, where the camera/eye at time
1 and time 2 replaces the left and right eyes. Image in panel a courtesy of Professor Paul Hibbard, Dr. Samira
Bouzit, and Dr. Harold Nefs (for details on the image capture, see Hibbard 2008; for information about the
image database, see Hunter & Hibbard 2015).
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Although the question of whether perception is best seen as a process of Bayesian inference
remains unresolved (Bowers & Davis 2012), BDT offers an intuitive way to test models of per-
ception. The key components in applying BDT to perception are (a) the specific task that the or-
ganism is trying to accomplish and the sensory information to which the organism has access (and
how this relates to properties of the world needed to complete the task), (b) the prior knowledge
the organism has about the world, and (c) the costs associated with making errors in completing
the task (Mamassian et al. 2002). Given this information, BDT allows one to specify the optimal
way in which an observer could solve the task and compare this to their performance. The task
could incorporate traditionally perceptual or motor components (Wolpert & Landy 2012). One
of the benefits of VR is that it allows one to test theories such as this by dynamically manipulating
the structure of complex scenes as an observer freely moves. This enables experimenters to gain
an understanding of how sensory information is combined during natural behavior more akin to
that of the real world (Glennerster et al. 2006, Svarverud et al. 2010).

The relative importance of cues is in some ways derived from the assumption that the goal
of visual processing is, like photogrammetry (Hartley & Zisserman 2000), to construct a full 3D
representation of the scene in metric units such as depth (Landy et al. 1995, Maloney & Landy
1989). However, this need not be the case. To be successful, observers must be able to move and
direct their eyes to appropriate places within scenes so they can obtain the relevant information
to complete a task. Although some form of representation is required, a full 3D reconstruction of
the scene or any part of it may not be necessary. The key is to identify the information that an
observer needs to successfully perform a task, the way in which this information might be available
to the observer, and whether they exploit this information. BDT offers an elegant way in which
to do this (Schrater & Kersten 2000).

WHAT IS GOOD VIRTUAL REALITY?

In one sense, good virtual reality is easy to define. In the extreme, if one were able to simulate a
real-world 3D scene such that the information received by the brain were identical to that received
from the real scene, one would have produced the “ultimate VR system” envisaged by Descartes.
With today’s technology, it is possible to create photorealistic ray-traced images that cannot be
distinguished from photographs of real objects, but these generally require rendering time mea-
sured in hours or days. The key difference between raytracing and standard rasterized computer
graphics is that raytracing simulates the physical behavior of light rays and objects within a 3D
scene (Kajiya 1986, Pharr et al. 2016), whereas with rasterized graphics, objects are represented as
a mesh of 3D triangles (or polygons), with vertices of these triangles carrying information about
their position, color, and orientation.This 3Dmesh geometry is thenmapped to pixels on a screen.
Rasterization is far less computationally demanding than raytracing, so it is the standard way in
which real-time graphics are rendered, but it can only approximate the realism of simulating the
physical behavior of light in the scene.

Inroads are being made toward real-time ray tracing, including new graphics cards designed
specifically for this purpose (e.g., the Nvidia RTX line of graphics cards), but this level of realism is
not yet available inmost VR applications.Evenwith this technology, computational shortcuts need
to be employed to allow ray-traced graphics with a high refresh rate (e.g., ray tracing with image
artifacts corrected with postprocessing and/or certain aspects of the scene being ray-traced and
the rest rasterized). Currently, there is active debate about which sources of information should be
included and rendered correctly in a VR simulation and which can be safely ignored or presented
in a degraded form. This requires an understanding of how the brain processes and exploits visual
information (Wann & Mon-Williams 1996).
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Part of the computational burden associated with VR arises from the fact that two views of
the scene have to be rendered rather than one, as in a standard computer game. In VR HMDs,
these screens need to be of high resolution because they are positioned so close to the eyes, where
the pixel grid of the screen can be easily resolved, resulting in the “screen door” effect (where
gaps between pixels are visible). The rendered images on the HMD screens also need to be up-
dated quickly with minimal latency with respect to a person’s movements. For example, updating
the 1,080 × 1,200 pixels in each eye screen of commercial headsets such as the Oculus Rift or
HTV Vive at 90 Hz with 24-bit color requires a transfer of 5.6 billion bits per second. Higher-
end headsets such as the Pimax 8K aim to reduce the screen door effect by offering up to 3,840 ×
2,160 pixels per eye, but such resolution increases the computational burden of real-time graphics.
With any HMD there is a trade-off between maximizing the pixels per inch of the screen (and
therefore minimizing the degrees of visual angle per pixel) and providing a wide field of view ap-
proximating that of natural human vision. A wide field of view also requires high-quality optics,
and the scene images must be distorted in advance to compensate for the distortion that they will
acquire when passing through the lenses of the HMD. As a result, the physical and computational
requirements for VR present a formidable challenge, especially if the aim is to render highly re-
alistic scenes. Here, we focus on three key components of visual rendering: (a) geometric spatial
calibration, (b) latency minimization, and (c) optical blur cues.

Geometric Spatial Calibration

Given the importance of binocular disparity, VR headsets present separate images to each eye to
mimic the natural process of binocular projection. Any binocular VR display system used in re-
search must be calibrated well enough that the experimenter can be sure the stimuli are presented
in the intended location. More generally, good spatial calibration improves the user experience
because the world does not appear to distort as the observer moves her head. For accurate spatial
calibration, the simulated rays from virtual objects, which pass through a virtual frustum to an op-
tic center, must correspond as closely as possible to those from real objects that pass through the
real HMD screen to the observer’s eye. This is not a straightforward process in an HMD because
each screen is viewed through a lens that distorts the image reaching each eye. Thus, the dis-
plays do not conform to the mathematical ideal of a linear frustum (Lee & Hua 2013, Robinett &
Rolland 1992), so a calibration process is required to ensure that the correspondence between vir-
tual and real-world rays is known. Classically described as a camera calibration problem, the goal
is to recover a set of variables defining (a) the internal camera calibration (in computer graph-
ics, the projection matrix) including the height and width of the display and the focal length and
(b) the six degrees of freedom of the camera with respect to the scene (external camera calibration).
These are indicated by the two frustums corresponding to the two displays in Figure 3a. Stan-
dard camera calibration techniques can deliver both internal and external calibration parameters
(Hartley & Zisserman 2000), which may be recovered by placing a camera in the approximate
location of the observer’s left and right eyes and collecting images from a tracked object.

However, we want to calibrate the head-mounted display, not two cameras in the location of
the HMD frustums; i.e., we want to recover the width, height, focal length, etc. of the HMD
frustum, not the cameras. Figure 3b–d illustrates the type of apparatus that is required to do this.
Cameras are placed so their optic centers are close to where an observer’s optic centers would
be located when the observer is using the HMD. The rig enables the HMD to be removed easily
without disturbing the cameras, so their location remains fixed with respect to the world.Thus, the
HMD frustum can be calibrated as follows. First, the coordinates given as inputs to the calibration
process, i.e., the screen x and y values that the graphics program outputs,must be in the coordinate
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Requirements for accurate spatial calibration of a non-see-through HMD. (a) The tracking system delivers the 6 degrees of freedom
pose of the HMD (ST), but an additional 6 degrees of freedom transformation needs to be calculated (SP) to determine the optic center
location of each display and the orientation of the principal ray (perpendicular to the image plane). The calibration also delivers the
values required for the projection matrix including focal length, height, and width of the frustum. Panel adapted from Gilson &
Glennerster (2012), originally published under Creative Commons Attribution License. (b–d) Illustration of rig for accurately
positioning the cameras with respect to the HMD and allowing the HMD to be removed without altering the location of the cameras
with respect to the world. (e) Red crosses show the location in camera coordinates of the corners of the grid displayed in the HMD. The
green dot shows the location in the camera image, xCAMj , of a Vicon-tracked marker in the scene. ( f ) The grid corners are shown in
HMD coordinates (thus rectified). Assuming an affine transformation is applicable per grid square, the tracked marker can be plotted in
the same coordinate frame, xHMD

j . (g) The trajectories of several tracked markers as seen by the camera are shown as blue crosses (in
HMD coordinates). Red circles show the image location of the same tracked markers calculated using the 3D location of the markers
and the calibrated HMD frustum. Calibration attempts to minimize the difference between these two. Abbreviation: HMD,
head-mounted display.

system of the frustum. By displaying a grid on the HMD screen while the HMD is in place and
the camera is at the (approximate) eye location and then capturing an image of the grid with the
camera, we can relate the coordinate frames of the camera and the graphics output (Figure 3a).

Second, theHMDneeds to be removedwithoutmoving the camera so rays reaching the camera
can be described in relation to the HMD grid rather than the camera image (as if the HMD grid
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were still visible). Figure 3e–g shows how this process can be applied despite large and arbitrary
distortions of the HMD image. Only the following assumptions are made: (a) An affine transfor-
mation between the camera and the HMD frames for each square of the grid may be applied (but
it may vary for different grid squares), and (b) the optic center of the camera is colocated with the
optic center of the HMD frustum (Gilson et al. 2011). The output of this calibration process is
11 parameters that allow the model view matrix and projection matrix to be defined in a graphics
program such as Unreal Engine or Unity. Specifically, 6 extrinsic camera parameters (6 degrees of
freedom transforming the tracked center to the camera center) (SP in Figure 3a) combined with
the pose of the tracked center (ST in Figure 3a) define the model view matrix (6 parameters). The
remaining 5 parameters determine the intrinsic camera parameters (focal length of the frustum in
the x and y dimensions, the image coordinates of the principal ray, and skew or shear between the
x and y dimensions), which are needed to define the projection matrix.

A problem not considered here is the original recovery of the 6 degrees of freedom pose of the
tracked object (ST in Figure 3a). Conceptually, this is a straightforward optimization problem
if we know the pose and internal calibration parameters of the set of tracking cameras as well as
the configuration of the rigidly connected markers making up the tracked object (each marker
is spherical so it always projects to a circle in the image—in fact, some cameras preprocess the
image so only the 2D centers of the circles are transmitted to the tracker computer, e.g., the
Vicon motion-tracking system). This camera-in solution has some disadvantages: For example,
the accuracy of the 6 degrees of freedom solution has to be very high to correctly recover the
orientation of the HMD, and orientation has a large effect on the image displayed in the headset.
A camera-out system (Davison et al. 2007) provides an alternative approach that recovers the pose
of the headset using images from a camera or cameras attached to the headset, such as in the
Oculus Rift S. Camera-out methods are much more sensitive to small rotations of the head (see
discussion in Davison et al. 2007).

Latency Minimization

Another important component of VR rendering is end-to-end latency (Figure 4). Vivid, com-
pelling VR depends on the fact that images received by each eye are updated appropriately with
minimal latency. The best way to measure the end-to-end latency of a system is for a camera
to simultaneously image a moving tracked marker and the corresponding rendered object on the
HMD screen.This imaging requires some care given the small size of the HMD screen, but cross-
correlation of the tracked and rendered position values will yield a maximum at the latency of the
system (Gilson & Glennerster 2012, Steed 2008). Di Luca (2010) has described a similar method
but using two photodiodes. One photodiode is attached to a tracked object as it moves across a
stimulus displayed on a screen and provides a modulating input signal. The other photodiode sees
the moving rendered object and provides a modulating output signal. It is reasonable to assume
that the latency of the two photodiodes is the same, so cross-correlation of the input and output
signals yields the end-to-end latency of the system.

Measurements of observer sensitivity to differences in end-to-end latency show a difference of
7 ms is reliably detectable. Latency could be reduced by approximately 9 ms in a system with a
60-Hz refresh rate by taking measurements of the HMD pose from the tracker at the last possible
moment (leaving a few milliseconds for rendering before the image is displayed) rather than at
an early moment in the frame (Glennerster & Gilson 2017). Experiments based on these findings
show sickness among participants is reduced and presence improved when the spatial calibration
is accurate and the temporal latency is minimized, certainly compared with the rates of sickness
reported by participants using early HMD systems (Mon-Williams et al. 1993, Regan 1995).
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Measuring end-to-end latency. (a) Method using a camera that can simultaneously image a tracked object
and the rendered image of that object. Panel adapted from Gilson & Glennerster (2012), originally published
under Creative Commons Attribution License. (b) Horizontal coordinates of the real (red) and virtual (blue)
objects can then be plotted. The difference between the traces is shown in black. (c) Adding a temporal offset
to one of the data sets reduces this difference. In this case, the minimum occurs around 45 ms, which defines
the end-to-end latency of the system. This shift is shown in panel d. Abbreviation: RMS, root mean square.

Optical Blur Cues

The topic of focus cues is currently gaining much interest in both consumer and research domains
(Watt et al. 2005a). When a person fixates at a position in a 3D scene, the refractive power of the
eye lens is altered to minimize the blur of the fixated part of the scene. As a result, there is a blur
gradient across the scene in which points nearer and farther from fixation are progressively more
blurred. This is not the case with current HMD displays, or indeed 3D monitors, stereoscopes,
haploscopes, etc. In these cases, when a user alters the vergence state of their eyes to fixate objects
at different distances, the distance at which the image is focused remains fixed. This process vio-
lates the normal coupling of accommodation, retinal blur, and vergence in natural vision and can
contribute to misperceptions of 3D properties as well as symptoms such as discomfort and visual
fatigue (Hoffman et al. 2008, Kim et al. 2014). Vergence–accommodation conflict, coupled with
other factors such as low-resolution screens with low contrast and illumination, contributed to
the demise of early VR systems in the 1990s (Mon-Williams et al. 1993, Wann & Mon-Williams
1996).

Routes to accurately rendering focus cues include multifocal plane displays (Akeley et al. 2004,
Girshick et al. 2004, Narain et al. 2015, Watt et al. 2005b) and displays viewed through tunable
lenses (Love et al. 2009). The latter have been evaluated within HMDs (Koulieris et al. 2017)
and can be coupled with an eye tracker to provide gaze-contingent changes in blur (Padmanaban
et al. 2017). One interesting aspect of blur is that the ability of the eye to accommodate dramati-
cally decreases with age as its crystalline lens hardens (Glasser & Campbell 1998). Thus, correctly
simulating accommodative blur for older participants is less important and, in the end, becomes
irrelevant because the lens can no longer accommodate. However, technologies such as tunable
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lenses and gaze-contingent displays can also be used to correct for natural refractive errors and
dramatically reduce the computational burden that real-time rendering imposes by decreasing the
rendered detail in those parts of the scene that would naturally be blurred owing to the eye’s optics
(a process termed foveated rendering) (Meng et al. 2018).

PRESENCE: A MEASURE OF GOOD VIRTUAL REALITY

It is reasonable to assume that, as VR becomes richer, with more veridical visual rendering, and
as more information is included from other sensory modalities, people will feel more and more
convinced that they are really in the virtual rather than the real world (Sheridan 1992).The feeling
of “being there” in a simulated scene has been termed “presence.” This term is derived from the
term telepresence, which was used to describe the original use of teleoperation systems (Minsky
1980). In the most general sense, a teleoperation system involves “a machine which operates on
its environment and is controlled by a human at a distance” (Barfield et al. 1995, p. 478). The
ultimate goal of teleoperation is to make working in a remote environment as effortless as our
normal everyday actions, the teleoperation system providing sensory information that successfully
substitutes the feedback an operator would receive if she were actually in the remote environment
(Minsky 1980, Sheridan 1992). The parallels with VR are clear, and many of today’s teleoperation
systems involve VR and related technologies.

Despite the immediacy of feeling present in a virtual environment, it has proved remarkably
difficult for researchers to agree on a common definition of what presence is, let alone find an
objective measure that could be used to quantify it. One approach is to break down presence into
the component factors that determine it. For example, Witmer & Singer (1998) defined control,
sensory, distraction, and realism factors that feed into a user’s immersion and involvement in a
virtual environment, which in turn determine the feeling of presence.Users subjectively rate these
factors in a questionnaire, and the score provides a measure of their feeling of presence (Schubert
et al. 2001, Witmer & Singer 1998). One criticism of this approach is that it fails to separate
individual characteristics (perceptual and psychological makeup, dexterity, etc.) from the effects
due to characteristics of the virtual environment (field of view, refresh rate of HMD, etc.). There is
also a clear circularity in defining presence as the score on a presence questionnaire about factors
that may influence presence (Slater 1999).

Although some have questioned whether it is possible to come up with a more objective phys-
iological definition of presence (Sheridan 1992), researchers would like to find a less subjective
way to define and measure presence in virtual environments. This could include physiological
measures such as heart rate, skin temperature, and skin conductance (Meehan et al. 2002) and/or
measures of task performance (Wallis et al. 2007). Rather than trying to agree on a numerical
scale for subjective presence, an alternative and more practical strategy would be to focus on the
extent to which physiological responses and behavior correspond across a real-world task and a
simulated version of the same task. The notion of presence can be applied to real-world experi-
ences, not just those of virtual reality, and different real-world experiences can elicit feelings of
presence to different extents. A good measure of how well a simulated task mimics the presence
experienced in the equivalent real-world task might therefore be the extent to which responses
are the same across the real and simulated tasks, whatever that level of presence happens to be. If
a person responds identically in both settings, then the simulation of the task has passed a kind of
Turing test for presence (Turing 1951).

This pragmatic approach sidesteps defining presence and goes back to the original notion of
telepresence, where the aim is to make working in a remote environment easy and intuitive as if
one were really in that environment (Minsky 1980). Performance in the real world is taken as the
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gold standard to which telepresent performance and presence can be compared. However, it is
important to bear in mind that people often misperceive properties of the real world. Thus, even
if one were to create a VR system that successfully substitutes the sensory information provided
to the observer in every way for a given task, one should not expect perfect performance on the
task. This raises the interesting question of whether augmenting or distorting the simulated world
could improve a person’s task performance beyond what is expected in a real-world setting (Scarfe
& Hibbard 2006). This is one example of the debate about the ways in which creating and using
a virtual environment can go beyond simply mimicking the real world in a one-to-one fashion.

MULTISENSORY VIRTUAL REALITY

One aspect of VR that makes it so compellingly like the real world is that the user is in control
of the visual stimulus. When wearing an HMD, you turn your head or move around, and the
images change appropriately. In addition to vision, other senses such as touch should be under
the users’ control so they could reach out and interact naturally with the objects that they see.
Helmholtz (1925) emphasized the importance of motor movements and the intention to move
when the brain interprets sensory signals. As evidence now clearly shows, when a person makes a
movement, an efferent copy of the motor command is used to make forward predictions about the
expected sensory consequences of the action that are then compared with the observed sensory
consequences (Sommer & Wurtz 2002, Wolpert & Flanagan 2001). Any discrepancies between
these predictions and observations are used to update a person’s representation of her body and the
world around her (Berniker & Kording 2008, Dam et al. 2013, McDougle et al. 2016). Closing of
the sensorimotor loop is central to embodied theories of perception and cognition (Shapiro 2011)
and the notion of “being there” whether in a real or simulated world (Clark 1997, 2013).

Moving to interact with objects changes the way they are perceived. For example, such move-
ment can resolve ambiguities that would otherwise exist given the visual stimulus alone (Wexler
& van Boxtel 2005, Wexler et al. 2001). When inanimate objects in a simulated world respond
to users’ movements, they can feel a sense of ownership and agency over them, provided users
have sufficient experience of the new sensorimotor correspondence (van Dam & Stephans 2018).
Correspondence between sensory information from vision and touch is key to the classic rubber-
hand illusion (Botvinick & Cohen 1998) as well as versions of it that could be implemented only
in VR, such as when people feel ownership of a virtual avatar body (Lenggenhager et al. 2007).
These effects are consistent with neurophysiological evidence of the receptive fields of bimodal
neurons in monkey intraparietal cortex extending to incorporate a tool, but only when themonkey
has experience of using the tool, not when the tool is only passively held (Maravita & Iriki 2004).
Correlation may also be key to determining when and how to combine different sensory signals
(Kording et al. 2007, Parise & Ernst 2016, Parise et al. 2012).

To date, the primary focus in the development of VR systems has been on rendering and up-
dating visual information in response to the movements of a person’s head and hands (Sharp et al.
2015, Weichert et al. 2013). Commercial VR solutions often have simple vibrotactile feedback
from handheld controllers. However, a more compelling sense of realism is obtained when a user
gets true force feedback from the virtual objects with which they are interacting (McKnight et al.
2005). This is accomplished primarily with haptic force-feedback devices (Figure 5). Although
currently limited to two or three points of contact (McKnight et al. 2004), these devices can
provide a compelling sense of complex haptic properties such as roughness, friction, and com-
pliance, especially when coupled with high-fidelity physics rendering and graphics (Figure 5).
Use of these devices has provided key insights into how information is combined across sensory
modalities (Adams et al. 2004, 2016; Ernst & Banks 2002; Gepshtein et al. 2005; Hillis et al. 2002;
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Figure 5

Integrating multifinger haptics and virtual reality. Current state of the art systems can integrate highly
realistic haptic feedback from custom robotic devices with high-fidelity visual rendering via commercial
game engines. Images show a user interacting with virtual objects rendered using the TOIA software system
(http://toia.tech/) within Unreal Engine (https://www.unrealengine.com/).

Rosas et al. 2005) and will likely accelerate when haptic devices are coupled with VR headsets, an
innovation that remains in its infancy.

In the auditory domain, virtual stimuli have improved dramatically with the introduction of
individualized head-related transfer functions that produce a characteristic “coloring” of a sound
reaching the ear as an observer moves her head (Pralong 1996). Because the shape of the pinna
attenuates certain parts of the auditory spectrum and this effect varies as a person moves her head,
virtual auditory stimuli are perceived as being outside the head, so long as the head is tracked and
the sound reaching the ear has been modified to simulate the attenuation produced by the pinna.
This makes auditory virtual stimuli much more realistic than they would be otherwise (unlike
most stereo headphones that provide left-right localization, but sounds are heard as if the source
is inside a person’s head). Acquiring individual head-related transfer functions is impractical for
commercial VR, but recent research suggests that generic head-related transfer functions may be
sufficient if participants also have some audiovisual training (Berger et al. 2018).

The most difficult senses to simulate digitally are smell and taste. Humans can distinguish ap-
proximately 10,000 different smells using 100–200 different receptor types in the olfactory bulb.
By contrast, humans seem to distinguish a very limited number of tastes—salty, sweet, bitter, sour,
and umami [plus, possibly, fatty acid (Keast & Costanzo 2015)]. Most attempts to incorporate
smell into VR have used real chemicals that are digitally released (Ischer et al. 2014), but unlike
the digital production of light or sound, these chemicals cannot be removed as quickly as they
are introduced. Some have explored direct digital stimulation of receptors in the tongue
(Ranasinghe et al. 2013) or in the area of the nose close to the olfactory bulb (Hariri et al. 2016),
but these attempts have not produced convincing perceptual simulation (Spence et al. 2017).

ARTIFICE OR REALISM?

A long-standing debate concerns the extent to which rich naturalistic stimuli should be used to
study visual processing. VR is becoming central to this debate, especially now given the increas-
ingly realistic and believable computer graphics available today. Broadly, the arguments fall into
two camps. On the one hand, all scientists need to control the independent variables in their
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experiments to interpret the data produced.For a vision scientist, this means placing constraints on
the images that reach participants’ eyes. It is impossible to equate a visual stimulus across different
freelymoving observers or even across repetitions of a trial for a single observer. Somewould argue
this diminishes or abolishes the value of experiments in immersive VR.On the other hand, humans
rarely if ever view the world from a static position. Thus, experimenters probing perception using
static observers risk learning how people behave (and what the brain does) in an artificial environ-
ment, rather than learning how people and the brain deal with sensory inputs in the real world.

The use of synthetic stimuli has allowed researchers to generate a clear picture of how visual in-
formation is encoded and represented in the brain and tomake principled tests of theories of visual
function (Rust & Movshon 2005). However, questions in visual neuroscience go beyond the con-
fines of highly controlled conditions when a participant’s head and eyes are fixed. Therefore, it is
possible that investigators run the risk ofmisinterpreting howneurons encode visual information if
they do not examine natural behavior in response to natural stimuli (David et al. 2004, Saleem et al.
2013, Vinje & Gallant 2000). VR, to some extent, offers the best of both worlds: People can move
freely around a rich 3D environment, but everything they see can be programmed andmanipulated
by the experimenter (Scarfe & Glennerster 2015). However, unless the entire physics of the world
is simulated, the computational shortcuts employed in graphics rendering, coupled with hardware
limitations,may oftenmake it difficult tomake inferences that apply in real life (Koenderink 1999).

Today, this is becoming less of an issue as it becomes possible to use ray-traced renderings to
investigate the perception of complex material properties such as reflection, refraction, specular-
ity, translucency (Fleming 2014, Fleming et al. 2004, Muryy et al. 2013), and complex physical
properties such as liquid dynamics (Kawabe et al. 2015, Paulun et al. 2015, van Assen & Fleming
2016, van Assen et al. 2018) and the kinematic behavior of objects (Battaglia et al. 2013, Hamrick
et al. 2011). One question that naturally arises is whether researchers should constantly strive to
increase realism. The clear answer is that it depends on the experimental questions that one is
trying to examine. A good example is the use of VR to study the visuomotor responses of insects
and other animals including rats and mice.When a praying mantis triggers its strike reflex to catch
prey, one can say that its visual system is delivering to the motor system a signal that is (by this
motor definition) indistinguishable from a real prey, even though the stimulus in this case is not at
all realistic from our perspective, simply being made up of random dots (Nityananda et al. 2016,
2018). Therefore, if VR already elicits natural responses from a human or other animal, any in-
crease in realism is, arguably, likely to provide diminishing returns for the experimenter in terms
of the interpretability of the data.

One way in which to strike a balance between artifice and realismmay be to present sparse, con-
trolled stimuli in an experiment with static observers, but to derive these stimuli from natural im-
ages (Burge &Geisler 2011, 2014, 2015; Burge et al. 2016).However, there is no real alternative to
VR to address some questions, for example, how the visual system builds a stable representation of
the world despite the constant change of retinal stimulus that amoving observer receives.To tackle
this question, experiments must allow observers to move their head and eyes freely and actively
navigate through an environment. Use of VR to probe such questions has revealed that people
are surprisingly insensitive to gross violations of Euclidean world structure, thereby placing fun-
damental constraints on the types of environmental representations observers build (Glennerster
et al. 2006, Pickup et al. 2013, Svarverud et al. 2012, Warren 2019,Warren et al. 2017).

THE SCIENCE BEHIND VIRTUAL REALITY DISPLAYS

It is hard to predict the future.Whether commercial VR and related technologies will have mass-
market appeal, as companies are hoping, remains unclear.What is beyond doubt, however, is that
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building convincing VR technologies requires a fundamental understanding of how human sen-
sory systems process information about the external world as well as their own movements. Con-
versely, VR technologies offer an entirely new way to pose experimental questions about sensory
processing in the human brain. At present, the use of VR is driving our understanding of sensory
processing primarily in the visual domain, but similar advances are likely to occur for other sen-
sory modalities. A full understanding of the human sensorimotor system must take into account
the ways these sensory processes interact with more cognitive goals. Descartes could ponder only
the possibility of an overwhelmingly convincing VR. Now that that is a more realistic prospect,
we may look forward to profound philosophical and scientific insights about the way we represent
the world around us.
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