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ABSTRACT

Interferons play key roles in mediating antiviral and antigrowth responses and
in modulating immune response. The main signaling pathways are rapid and
direct. They involve tyrosine phosphorylation and activation of signal transduc-
ers and activators of transcription factors by Janus tyrosine kinases at the cell
membrane, followed by release of signal transducers and activators of transcrip-
tion and their migration to the nucleus, where they induce the expression of the
many gene products that determine the responses. Ancillary pathways are also
activated by the interferons, but their effects on cell physiology are less clear. The
Janus kinases and signal transducers and activators of transcription, and many of
the interferon-induced proteins, play important alternative roles in cells, raising
interesting questions as to how the responses to the interferons intersect with
more general aspects of cellular physiology and how the specificity of cytokine
responses is maintained.
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INTRODUCTION

Type I (predominantlyα andβ) and type II (γ ) interferons (IFNs) signal through
distinct but related pathways. Enormous progress has been made in recent
years in understanding how cells respond to IFNs, especially in uncovering
the pathways that mediate inducible gene expression. We now know that these
pathways involve (a) specific type I and type II receptors, which bind to the Janus
kinases (JAKs), and (b) the signal transducers and activators of transcription
(STATs), which in turn propagate the signals. Moreover, JAKs and STATs,
discovered through investigations of IFN signaling, also are involved in many
different cytokine- and growth factor–mediated pathways. We know of four
mammalian JAKs and seven STATs. Several recent reviews describe signaling
by IFNs in relation to other cytokines and growth factors (1–5) and more general
aspects of JAK-STAT function and the family relationships (6–10).

After activation by JAKs through phosphorylation of a specific tyrosine
residue, STATs form homo- or heterodimers through mutual phosphotyrosine-
Src homology region 2 (SH2) interactions. STAT dimers bind to gamma-
activated sequence (GAS) elements, which drive the expression of nearby target
genes. Different GAS elements prefer different STAT dimers, helping to es-
tablish specificity. Both STAT1-2 heterodimers and STAT1 homodimers bind
to p48, a member of the interferon regulatory factor (IRF) family. The result-
ing trimers—called IFN-stimulated gene factor 3 (ISGF3) in the case of the
STAT1-2 heterodimer—bind to IFN-stimulated regulatory elements (ISREs)
that are distinct from the GAS elements. ISREs drive the expression of most
IFNα/β-regulated genes and a few IFNγ -regulated genes. This review describes
the signaling pathways used to turn the IFN responses on and off and the func-
tions of the induced proteins in mediating the major cellular responses to IFN.
Many of the proteins involved in both signaling and responses have important
alternative functions, which are also reviewed.
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SIGNALING PATHWAYS

Interferonγ

The proximal events of IFNγ signaling require the obligatory participation of
five distinct proteins: type I integral membrane proteins IFNGR1 and IFNGR2
(the subunits of the IFNγ receptor) and JAK1, JAK2, and STAT1 (2, 11). Recent
work has revealed that this signaling pathway is necessary, though not always
sufficient, for induction of most if not all IFNγ -dependent biological responses
in vitro and in vivo. IFNγ receptors are expressed on nearly all cell types,
with the possible exception of mature erythrocytes, and display strict species
specificity in their ability to bind IFNγ (12). Functionally active IFNγ receptors
consist of at least two species-matched polypeptide chains (Figure 1). IFNGR1
(previously theα chain or CD119w), a 90-kDa polypeptide encoded by genes
on human chromosome 6 and murine chromosome 10, plays important roles
in mediating ligand binding, ligand trafficking through the cell, and signal
transduction (11, 12). IFNGR2 (previously theβ chain or accessory factor-1),
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Figure 1 Schematic diagram of the human interferon (IFN)α/β and IFNγ receptors. (left) The
IFNAR1 and IFNAR2c subunits of the IFNα/β receptor. (right) The IFNGR1 and IFNGR2 sub-
units of the IFNγ receptor. The positions of amino acid residues are shown inside each subunit,
and functionally important intracellular domains are also identified. STAT: signal transducer and
activator of transcription; JAK: Janus kinase.
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a 62-kDa polypeptide encoded by a gene on human chromosome 21 and murine
chromosome 16, plays only a minor role in ligand binding but is required for
signaling (11, 13, 14).

Three sets of experiments have implicated JAKs and STATs in mediating
IFNγ-dependent cellular responses. First, isolation and complementation of
mutant human cell lines have revealed that JAK1 and JAK2 become selec-
tively activated in IFNγ -treated cells and are required for the ligand-dependent
activation of IFNγ-inducible target genes (1). Second, through biochemical
approaches, STAT1—a novel latent cytosolic transcription factor—was iso-
lated and shown to undergo rapid tyrosine phosphorylation and activation in
IFNγ-treated cells (1, 2). Third, structure-function analyses of the intracellu-
lar domains of the two IFNγ receptor subunits identified constitutive, specific
binding sites for JAK1 and JAK2. Moreover, IFNγ induced the formation of a
specific phosphotyrosine binding site on the receptor for STAT1, thereby pro-
viding the mechanism linking the activated receptor to its signal transduction
apparatus (11).

Based on these and other observations, a relatively complete model of IFNγ

signaling has been formulated (Figure 2). In unstimulated cells, the IFNγ re-
ceptor subunits do not preassociate with one another strongly (15), but their
intracellular domains associate specifically with JAK1 and JAK2 (15–18).
JAK1 binds to IFNGR1 through a 4-residue sequence (266LPKS269) in the
membrane-proximal region of the IFNGR1 intracellular domain. JAK2 binds
to a 12-residue, proline-rich Box 1–like sequence (263PPSIPLQIEEYL274) in
the membrane-proximal region of the intracellular domain of IFNGR2.

Functionally active IFNγ is a homodimer that binds to two IFNGR1 subunits,
thereby generating binding sites for two IFNGR2 subunits (15, 19–22). Within
the resulting symmetrical signaling complex, the intracellular domains of the
receptor subunits are brought into close proximity, together with the inactive
JAKs that they carry. JAK1 and JAK2 are then sequentially activated by auto-
and transphosphorylation. Activation of JAK2 occurs first and is needed for
the subsequent activation of JAK1, which has a structural as well as enzymatic
role (23). Work with chimeric JAK1 proteins and receptors has shown that the

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Figure 2 Signaling through the interferon (IFN)γ receptor. The details of this model are described
in the text. In unstimulated cells, IFNGR1 associates with Janus kinase (JAK)1, and IFNGR2
associates with JAK2. IFNγ induces oligomerization of the IFNγ receptor subunits, which leads to
the transphosphorylation and activation of JAK1 and JAK2. The activated JAKs then phosphorylate
Y440 of IFNGR1, creating a docking site for signal transducer and activator of transcription
(STAT) 1. While bound to the receptor, STAT1 is phosphorylated on Y701 and is released from
the receptor, forming a homodimer that translocates to the nucleus.
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specificity of JAKs lies in their capacity to associate with particular cytokine
receptor subunits rather than because of a high degree of substrate specificity
(24, 25).

Once activated, the receptor-associated JAKs phosphorylate a functionally
critical, tyrosine-containing five-residue sequence (440YDKPH444) near the
C terminus of IFNGR1, thereby forming paired ligand-induced docking sites for
STAT1 (26–28). Two latent STAT1 proteins then bind to these sites because the
SH2 domain of each recognizes the tyrosine-phosphorylated YDKPH sequence
(28, 29). The receptor-associated STAT1 proteins are thus phosphorylated by
the receptor-bound kinases at tyrosine 701, near the C terminus (30–32). The
phosphorylated STAT1 proteins dissociate from the receptor and form a recip-
rocal homodimer, which translocates to the nucleus by a mechanism dependent
on the GTPase activity of Ran/TC4 (33). The active STAT1 homodimers bind
to specific GAS elements of IFNγ-inducible genes (1, 2) and stimulate their
transcription. The transcriptional activity of STAT1 homodimers is enhanced
at some point in the activation cascade by serine phosphorylation (at position
727) by an enzyme with MAP kinase–like specificity (34, 35).

Thus, the biological responses of cells to IFNγ result from ligand-dependent,
affinity-driven assembly of a multimolecular signal transduction complex that
derives at least some of its specificity from selective recruitment of only one
member of the STAT family to its ligand-induced, tyrosine phosphate–docking
site on the receptor. Importantly, subsequent work in other labs has shown
that other members of the STAT family are recruited to their respective cy-
tokine receptors by similar ligand-induced mechanisms. As a result, the IFNγ

signaling model is now an accepted paradigm that explains an important mech-
anism of how cytokine receptors are coupled to their specific STAT signaling
systems.

Processes that negatively regulate IFNγ signaling are only now being de-
fined. In certain cells, such as T cells, IFNγ can induce desensitization by
down-regulating the expression of the IFNGR2 mRNA and protein (36, 37).
However, whether this mode of desensitization occurs in other cell types remains
unclear. Dephosphorylation of the activated IFNGR1 subunit occurs rapidly
following stimulation with IFNγ (26–27). However, because no data suggest
that the IFNγ receptor associates with a particular phosphatase, dephosphoryla-
tion of the receptor may result from the action of general cellular phosphatases.
More work in this area is needed. IFNγ (as well as several other cytokines) can
induce the expression of a family of proteins termed SOCS/JAB/SSI, which
bind to and inhibit activated JAKs (38–40). This work reveals that cytokines
can desensitize cells in either a homologous or a heterologous manner by in-
ducing proteins that block JAK activity. Although some of these proteins have
been shown to inhibit IFNγ-induced biological responses when overexpressed
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in cells, little information is available to define their enzyme or cytokine speci-
ficities. Nevertheless, further investigation of those novel proteins is likely to
produce new insights into how JAK-STAT pathways are regulated.

The physiological relevance of IFNγ signaling through the JAK-STAT path-
way and the basis for signaling specificity has been established unequivocally
through the generation and characterization of mice with a targeted disruption
of the STAT1 gene (41, 42). STAT1-null mice show normal tissue and organ
development, produce normal numbers and distributions of immune cell popu-
lations, and are able to reproduce. However, cells from these mice are incapable
of manifesting any biologic responses to either IFNγ or IFNα, and the mice
display severe defects in the ability to resist microbial and viral infections. In
contrast, STAT1-null mice do not display abnormalities in responses induced
by a variety of other cytokines [such as growth hormone, epidermal growth
factor (EGF), and interleukin (IL)-10] that have been shown to activate STAT3
and STAT1 in vitro. Taken together, these results show that under physiological
conditions, the development of biological responses induced by IFNγ (and in
many cases also by IFNα/β) requires the participation of STAT1. These results
further suggest that the use of STAT1 in signaling pathways under physiological
conditions is restricted largely to the IFN systems. Thus, the specificity of IFNγ

signaling is due predominantly to two temporally and topographically distinct
processes involving STAT1. The first process is the recruitment of STAT1 to
a specific docking site formed on the activated receptor at the membrane. In
the second process, activated STAT1 dimers, once they arrive in the nucleus,
activate a distinct set of cytokine-inducible genes.

The ability of STAT1 to activate gene expression may also be modulated by
its interaction with other transcription factors. For example, IFNγ-dependent
induction of the 9-27 gene is mediated by the interaction of a STAT1 homodimer-
p48 complex with an ISRE rather than with a GAS element (43, 44). In addition,
induction of the ICAM-1 gene by IFNγ depends on the interaction of STAT1
and the transcription factor Sp1, which occurs when both proteins are bound to
DNA (45). Thus, cell type–specific gene induction by IFNγ may be explained,
at least in part, by the ability of additional cell-specific positive and negative
factors to modulate the actions of STAT1 (46, 47).

Interferonsα andβ: The Common Pathways
The main pathway of response to IFNα/β requires two receptor subunits, two
JAKs, two STATs, and the IRF-family transcription factor p48 (Figure 3). The
IFNα/β signaling pathways are understood at least as well as any other, but we
are still at a relatively early stage, capable of drawing blobs to illustrate the major
interactions but ignorant of the fine mechanistic detail. It will require analysis
of the three-dimensional structures of the major components, individually and
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Figure 3 A model for the ordered formation of signal transducer and activator of tran-
scription (STAT) 1 and STAT2 heterodimers at the interferon (IFN)α/β receptor. In the unliganded
receptor, IFNAR1 associates with Tyk2, and IFNAR2 associates with Janus kinase (JAK) 1,
STAT1, and STAT2. The binding of STAT1 to IFNAR2 depends on STAT2 but not vice versa. The
IFN-mediated association of IFNAR1 and -2 facilitates the cross-phosphorylation and activation
of Tyk2 and JAK1, which in turn phosphorylate Y466 of IFNAR1, creating a docking site for the
SH2 domain of STAT2. This new interaction positions STAT2 for phosphorylation on Y690, thus
creating a docking site for the SH2 domain of STAT1, positioning it for phosphorylation on Y701.
Release of the STAT1-2 heterodimer from the receptor follows.
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complexed with one another, and then manipulation of those structures to reveal
the detailed interactions that are crucial for function.

The overall plan of IFNα/β signaling (Figure 3) involves five major steps: (a)
IFN-driven dimerization of the receptor outside the cell leads to (b) initiation of a
tyrosine phosphorylation cascade inside the cell, resulting in (c) dimerization of
the phosphorylated STATs, activating them for (d ) transport into the nucleus,
where they (e) bind to specific DNA sequences and stimulate transcription.
Current understanding of this initial part of the response is greater than of the
full response, which additionally involves the suppression of IFN-stimulated
genes (ISGs) in the absence of IFN and down-regulation of the initial response
in the continued presence of IFN. In addition to this main pathway, IFNα/β
activates several other pathways. Although the biochemical evidence for addi-
tional signaling is persuasive, unfortunately we still have little knowledge of the
physiological roles. It is also clear that different IFNα/β subtypes can stimulate
distinct and different ancillary responses. As discussed below, the mechanism
probably involves a novel pathway in addition to the one shown in Figure 3.

The receptor has two major subunits (Figure 1): IFNAR1 (the a subunit in
the older literature) and IFNAR2c (theβL subunit). IFNAR2a is a soluble form
of the extracellular domain of the IFNAR2 subunit (48), and IFNAR2b (also
called theβSsubunit) is an alternatively spliced variant with a short cytoplasmic
domain (48) that, when overexpressed, can have dominant negative activity (49).
Only IFNAR2c restores IFNα/β signaling to a mutant cell line in which the
IFNAR2 gene has been inactivated (50). In contrast to the situation for the IFNγ

receptor, neither IFNAR1 nor IFNAR2 alone binds to IFNα/β with the high
affinity of the two-subunit combination (51, 52). After IFNα/β is bound, the
cascade begins with the phosphorylation of Tyk2, which is preassociated with
IFNAR1 (53, 54). JAK1, bound to IFNAR2c, can phosphorylate and activate
Tyk2 (55), which can then cross-phosphorylate JAK1 to activate it further. Tyk2
also plays a structural role because the amount of IFNAR1 is low in Tyk2-null
cells (56). The domains required for this role are distinct from those required
to transduce the signal (57). Activated JAK1 and Tyk2 are almost certainly
responsible for the sequential phosphorylation of Y466 of IFNAR1 (58), Y690
of STAT2, and Y701 of STAT1.

As shown in Figure 3, both STAT1 and STAT2 preassociate with IFNAR2c
in untreated cells (59). STAT2 binds in the absence of STAT1, but STAT1
binds well only to the IFNAR2c-STAT2 complex (59). STAT1 and STAT2
also seem to associate with each other in the cytosol of untreated cells (60),
but the physiological significance of this interaction is unclear. When Y466 of
IFNAR1 is phosphorylated, the SH2 domain of STAT2 binds to it (61), follow-
ed by the phosphorylation of both STATs and dissociation of the phosphoryla-
ted heterodimer from the receptor.
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Experiments in which the SH2 domains of STAT1 and STAT2 have been
interchanged reveal that the specificity of the IFNγ receptor for STAT1 requires
the SH2 domain (29) because a variant STAT1 carrying the SH2 domain of
STAT2 does not function. However, in the case of the IFNα/β receptor, a very
different result is obtained. STAT2 works equally well with either its own SH
domain or that of STAT1 (29, 59), revealing that different domains of STAT2
are more important in establishing specific interactions with the receptor. The
N-terminal third of STAT2 has been identified as the dominant subregion in
determining specificity (59).

In addition to the seven major components discussed above, there is evi-
dence that the tyrosine phosphatase SHP-2 may also be required for signaling.
This enzyme preassociates with IFNAR1 and is phosphorylated in response to
IFNα/β (62). In transient cotransfection experiments, a dominant negative form
of SHP-2 inhibits the IFNα/β-induced expression of a reporter gene (62). Ex-
periments showing that SHP-2 is required for IFNα/β-dependent activation of
endogenous genes in untransfected cells would help to complete this interesting
story.

How activated STATs reach the nuclei of IFN-treated cells is not yet clear.
ISGF3, the major transcription factor formed in response to IFNα/β (Figure 4),
is required to drive the expression of most ISGs via their ISREs, as shown by
the specific defects in p48-null human cells (63, 64). Interestingly, p48-null
mice also show severe defects in the induction by viruses of the IFNα/β genes
themselves, consistent with the binding of ISGF3 to virus-inducible elements
within the IFNα/β promoters (65). STAT1-2 heterodimers and STAT1 homo-
dimers form in response to IFNα/β independently of p48, and each can drive
the expression of a minority of ISGs, such as the IRF1 gene, through GAS
elements (66, 67). The relative amounts of STAT1-2 heterodimer and ISGF3,
or of STAT1 homodimer and its complex with p48 (64), will obviously depend
on the levels of p48, which can vary widely among different cell types. Be-
cause the STAT1 homodimer that forms in response to IFNα/β does not drive
the expression of IFNγ-responsive genes that contain GAS elements, it stands
to reason that an additional response to IFNγ is required and that a secondary
modification of STAT1 homodimers in response to IFNγ may be involved (66).
A prime candidate is the phosphorylation of serine 727 of STAT1 (34).

Initial analysis of the interaction of ISGF3 with the 6-16 and 9-27 ISREs
showed that the protected region is about 35 nucleotides long (68, 69). The
most meaningful contacts between the ISRE and ISGF3 involve STAT1, with
p48 playing a less important role and STAT2 serving to provide a potent trans-
activation domain (70, 71). The region between residues 400 and 500 of STAT1
provide binding-site specificity (72), and the region between residues 150 and
250 is involved in contacting the C-terminal portion of p48 (73). The STAT
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Figure 4 Transcription factors formed at the liganded interferon (IFN)α/β receptor and their
DNA recognition elements. Signal transducer and activator of transcription (STAT) 1 and STAT2
heterodimers and STAT1 homodimers bind to identical gamma-activated sequence (GAS)
elements, whereas interferon-stimulated gene factor 3 (ISGF3) binds to interferon-stimulated
regulatory elements (ISREs).

dimers that are formed in response to many different ligands, including the
IFNs, bind to GAS elements whose sequences determine the specificity of the
interactions (74). Little current information is available on the regions of STAT
dimers that are in contact with the DNA of GAS elements.

Xu et al (75) and Vinkemeier et al (76) have found that the N-terminal
domain of STATs 1 and 4 are required for the respective pairs of homodimers
to cooperate in binding to tandem GAS sites, which are found in the promoters
of some genes that are induced in response to activation of these STATs, for
example, the IFNγ gene (75) and themiggene (77). Other genes, for example,
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6–16 (78), also have tandem ISREs, and it may be that the cooperative binding
of two ISGF3 moieties is required for their optimum expression.

Recent publications have established important connections between STATs
1 and 2 and the CREB-binding protein (CBP)/p300 transcription factors. Zhang
et al (79) showed that the N-terminal region of STAT1 interacts with the cyclic-
AMP response element binding protein (CREB)–binding domain of CBP/p300
and that the C-terminal region of STAT1 interacts with the domain of CBP/p300,
which also binds to the adenovirus protein E1A. Furthermore, both unphos-
phorylated STAT1 monomers and the phosphorylated STAT1 dimers formed in
response to IFNγ are competent to bind to CBP/p300. In transient expression
assays, cotransfection of CBP/p300 potentiated and E1A inhibited the activa-
tion of a GAS-driven reporter in response to IFNγ . Similarly, Horvai et al (80)
showed that the STAT1 and AP1/ets factors that are activated byRas-dependent
signaling compete for the limiting amounts of CBP/p300 that each requires for
activity. Impressively, microinjection of antibodies directed against CBP/p300
blocks transcriptional responses to IFNγ . Furthermore, Rutherford et al (81)
found that the Ets-1 protein of mice binds to an ISRE and may negatively reg-
ulate activation by ISGF3. It remains to be seen whether CBP/p300 is required
for the transcriptional response to STAT1 homodimers formed in response to
IFNα/β, but Bhattacharya et al (82) have shown that CBP/p300 also binds to
the C-terminal region of STAT2 and that blockade of this interaction by the
adenovirus E1A protein inhibits ISRE-mediated responses to IFNα/β. These
fascinating studies provide the first indication of how STATs may interact with
the transcriptional machinery.

The mitogen-activated protein kinase (MAPK) cascade is activated by
IFNα/β, and the effect of this activation on signaling has been explored. David
et al (35) found that ERK2 (the 42-kDa MAPK) binds to a glutathione S-trans-
ferase (GST) fusion protein containing the membrane-proximal 50 residues of
the cytoplasmic domain of IFNAR1 but not to the full-length cytoplasmic do-
main of ∼100 residues. However, there was association between ERK2 and
full-length IFNAR1 in vivo. Treatment of cells with IFNβ induced the tyro-
sine phosphorylation and activation of ERK2 and caused it to associate with
STAT1, as judged by coprecipitation. Furthermore, expression of a dominant
negative form of MAPK inhibited IFNβ-induced transcription in a transient
cotransfection assay employing an ISRE-driven reporter. It is tempting to con-
nect these observations with those of Wen et al (34), who showed that serine
727 of STAT1, which lies in a MAPK consensus site, is phosphorylated in
response to IFNγ and that this phosphorylation increases the response of a
GAS-driven promoter to IFNγ . Unfortunately, the connection is not clear. It
has not yet been shown that STAT1 is phosphorylated on serine in response
to IFNα/β. Wen et al (34) have argued that such phosphorylation is unlikely
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to be important for the activation of ISRE-driven genes because STAT1β, an
alternatively spliced form of STAT1 lacking serine 727, can form ISGF3 and
drive the expression of such genes, albeit not as well as STAT1α (83). This is
presumably because STAT2 provides a potent transactivation domain. STAT2
does not contain a serine residue in a MAPK consensus site and is not known
to be phosphorylated in response to IFN. Thus, the basis of the cross talk be-
tween the IFNα/β and MAPK pathways requires further clarification. In more
recent work, Stancato et al (84) showed that Raf1, which lies between Ras and
ERK2 in the MAPK cascade, is activated by IFNβ in a manner that does not
require Ras but does require JAK1. Furthermore, Raf1 activated by IFNβ can
be coprecipitated with either JAK1 or Tyk2.

IFNα/β treatment causes phosphorylation and activation of cytosolic phos-
pholipase A2 (CPLA2), which requires JAK1. Furthermore, JAK1 and CPLA2
can be coprecipitated (85). Inhibitors of CPLA2 inhibit IFNα/β-induced ex-
pression of ISRE-driven genes, but not of a GAS-driven gene, which implies
that CPLA2 is somehow required for the formation of ISGF3 but not of STAT1
homodimer. The basis for this interesting effect remains to be discovered.

The insulin receptor substrate-1 (IRS1) is phosphorylated on tyrosine residues
in response to IFNα/β and, in this state, plays its usual role in bringing phos-
phatidylinositol 3′-kinase to receptors for activation by tyrosine phosphoryla-
tion, by engaging the SH2 domains of the p85 regulatory subunit (86). Burfoot
et al (87) found that this activation of IRS1 depends on both JAK1 and Tyk2, thus
requiring full function of the IFNα/β receptor. However, the physiological sig-
nificance of this activation is unclear, because cells lacking both IRS1 and IRS2
show little difference from cells that express these proteins in cell growth inhibi-
tion in response to IFNα/β or -γ (87). More experiments need to be done to test
the requirement for phosphatidylinositol 3′-kinase in a variety of IFN responses.

Interferonβ: A Subtype-Specific Pathway
Humans have at least 12 functional IFNαs, a single antigenically distinct IFNβ,
and a related IFNω (88), whereas other species have multiple IFNβ subtypes.
The human IFNαs are synthesized predominantly by a subset of lymphocytes,
and IFNβ is made by fibroblasts. Work with different IFNα subtypes, produced
by recombinant DNA technology and by purification of natural leukocyte IFNs,
has revealed substantial differences in their specific antiviral activities, in the
ratios of antiviral to antiproliferative activities, and in a number of additional
functions (89–92). A priori, it might be expected that different cell types might
respond differentially to the different IFNs, but to date there is no clear evidence
of this (for example, see Reference 91). The various IFNα/βs appear to interact
with the same receptor and to have antiviral, antiproliferative, and immunomod-
ulatory activities in a number of cell types. The functional significance of the
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multiple species, and how functional differences are mediated through appar-
ently identical receptors, remain intriguing questions in this area of research.
Interesting differences are emerging, both with respect to IFN-receptor inter-
actions and the induced mRNAs. Mutant cells in the U1 complementation
group, lacking Tyk2, are completely defective in response to a purified mixture
of natural IFNαs or to recombinant IFNα1 or -α2; nevertheless, they retain
partial responses to IFNβ (56) and IFNα8 (91). How the residual IFNβ re-
sponse is mediated is not yet known, but, importantly, it is not seen in mutant
cell lines lacking JAK1, STAT1, or STAT2. It is likely, therefore, to be me-
diated through JAK-STAT pathways but without an absolute requirement for
Tyk2 in the receptor complex. Consistent with this model, IFNβ engages the
receptor in a distinct fashion. The groups of Revel and Colamonici first noted
the rapid, transient tyrosine phosphorylation of a receptor-associated 100-kDa
protein in response to IFNβ but not to IFNα (93, 94). This protein has recently
been identified as the IFNAR2c subunit of the receptor (95, 96). Importantly,
IFNAR2c is phosphorylated apparently equivalently in response to IFNα or
-β, the difference lying in its ability to coprecipitate with IFNAR1 from the
complex with IFNβ but not IFNα (95, 96). It remains to be established whether
this intriguing finding reflects a tighter association of the two subunits in the
β versus theα complex, which might in turn reflect structural differences that,
if transmitted through the membrane to the intracytoplasmic domains, mediate
a differential response. Importantly,βR1, a gene transcribed preferentially in
response to IFNβ, has been discovered (97). The isolation and characteriza-
tion of the corresponding promoter should, through the identification of known
and novel motifs, provide evidence for the involvement of known signaling
pathways and experimental handles to investigate unknown ones.

Modulation of IFN Responses
Proteins of the IRF family, such as IRF2 (98), ICSBP (99), and ICSAT (100),
bind to ISREs and negatively regulate expression of the associated genes. These
repressors may help to prevent the expression of ISGs in the absence of IFN, to
down-regulate the induced response, or both. Treatment of cells with IFN in the
presence of protein synthesis inhibitors prolongs ISG transcription (101, 102),
indicating that some IFN-induced proteins may help to shut off the response.
These may be repressors or other types of inhibitors (see below). A mutant cell
line with IFN-independent constitutive expression of ISGs has been isolated.
There is little or no defect in shutting off the response to IFNα/β in these cells,
suggesting that these two aspects of negative regulation can be distinguished
(DW Leaman, A Salvekar, R Patel, GC Sen & GR Stark, unpublished data).

The amount of active STAT1 can be reduced by dephosphorylation (103, 104).
Proteasome-mediated degradation may also have a role (105), though this aspect
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is controversial (104). Inhibition of phosphatases by potent agents such as per-
oxyvanadate stabilizes the ligand-induced phosphorylation of STATs (106, 107)
and can also lead, more slowly, to the ligand-independent accumulation of phos-
phorylated STATs (107). The inhibited phosphatases may operate on phospho-
rylated STATs in the nucleus or on phosphorylated JAKs or receptor subunits
at the plasma membrane (103, 106). Phosphatases with SH2 domains are espe-
cially good candidates for the latter function, and SHP-1 has been implicated
in this function in hematopoietic cells (108, 109). Other phosphatases would
have to assume this role in most other cell types, where SHP-1 is not expressed.
Phorbol esters, which inhibit signaling in response to IFNα/β, can do so by
activating one or more tyrosine phosphatases that selectively dephosphorylate
Tyk2 but not JAK1 or IFNAR1 (110). Decreased availability of p48 may also
play a role (111). The ISGF3-mediated response to IFNα/β is initiated by the
rapid formation of ISGF3, but at least for some genes, it is likely to be sus-
tained by IRF1 (69). In human fibroblasts, the level of ISGF3 declines over
the course of a few hours and returns to a basal level after 4 h. However, at
this time, the transcription rate of the 6-16 gene is still at a maximum, coin-
cident with the maximum in the IFN-induced expression of IRF1 (69). The
eventual return of 6-16 transcription to a basal level, in about 8 h, corresponds
to the decline of IRF1. By studying mice null for expression of p48, IRF1, or
both, Kimura et al (112) have shown that p48 and IRF1 do not have redundant
functions but instead complement each other in the responses to both IFNα/β
and IFNγ .

FUNCTIONS INDUCED BY INTERFERONS

Antiviral Activities
The ability of IFNs to confer an antiviral state on cells is their defining ac-
tivity as well as the fundamental property that allowed their discovery (113).
IFNs are essential for the survival of higher vertebrates because they provide
an early line of defense against viral infections—hours to days before immune
responses. This vital role has been demonstrated by the exquisite sensitivity to
virus infections of mice lacking both IFNα/β andγ receptors (114). Multiple,
redundant pathways have evolved to combat different types of viruses and the
various compensatory defense mechanisms that different viruses have evolved
(see below). Any stage in virus replication appears to be fair game for inhibi-
tion by IFNs (115), including entry and/or uncoating [simian virus 40 (SV40),
retroviruses], transcription [influenza virus, vesicular stomatitis virus (VSV)],
RNA stability (picornaviruses), initiation of translation (reoviruses, adenovirus,
vaccinia), maturation, and assembly and release (retroviruses, VSV).
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Figure 5 Antiviral mechanisms of interferon (IFN) action.

PKR The best-characterized IFN-induced antiviral pathways utilize the
dsRNA-dependent protein kinase (PKR), the 2-5A system, and the Mx pro-
teins (Figure 5). PKR is a serine-threonine kinase with multiple functions in
control of transcription and translation (116, 117). PKR is normally inactive,
but on binding to dsRNA, it undergoes autophosphorylation and subsequent
dsRNA-independent phosphorylation of substrates. Two conserved dsRNA-
binding motifs are present in the N-terminal regulatory half of PKR. The first
mediates dsRNA-binding activity and includes residues critical for binding to
dsRNA, highly conserved within a large family of dsRNA-binding proteins. No
RNA sequence specificity is required for dsRNA to bind to PKR. The resulting
conformational change in the enzyme probably unmasks its C-terminal catalytic
domain (118). The antiviral effect of PKR is due to its phosphorylation of the
alpha subunit of initiation factor eIF2. This phosphorylation results in the for-
mation of an inactive complex that involves eIF2-GDP and the recycling factor
eIF2B, resulting in rapid inhibition of translation. Apoptosis may also play a
role in the antiviral effect of PKR (see below). Overexpression of PKR leads
to the suppression of encephalomyocarditis virus (EMCV) replication in cul-
tured cells (119). In addition, a dominant negative PKR mutant or an antisense
PKR cDNA construct suppresses the anti-EMCV effect of IFNα and IFNγ in
promonocytic U-937 cells (120). Poly(I):poly(C) or IFNγ treatment extends
the survival of wild-type but not PKR-null mice after infection with EMCV
(121). In contrast, redundancy in the antiviral pathways is apparent because
IFNα extends to the same extent the survival of wild-type and PKR-null mice
after EMCV infection.
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THE 2-5A SYSTEM This system is a multienzyme pathway (Figure 5) in which
IFN-inducible 2-5A synthetases are stimulated by dsRNAs, often of viral origin,
to produce a series of short, 2′,5′-oligoadenylates (2-5A) that activate the 2-5A–
dependent RNase L (122, 123). Activation of this pathway leads to extensive
cleavage of single-stranded RNA (124–126). The 2-5A synthetases (40, 46,
67, 69, 71, and 100 kDa) are encoded by multiple genes and reside in different
parts of the cell (127–130). 2-5A binds to inactive, monomeric RNase L,
inducing the formation of the homodimeric, active enzyme (131–133). The
activation of RNase L is reversible (134). Its N-terminal half is a repressor that
contains a repeated P-loop motif and nine ankyrin repeats, both involved in 2-5A
binding. The C-terminal half contains a region of protein kinase homology, a
cysteine-rich domain, and the ribonuclease domain (135, 136). The isolated
C-terminal half of RNase L cleaves RNA in the absence of 2-5A (137). There
are striking similarities between RNase L and IRE1p, a yeast endoribonuclease
that functions in Hac1 mRNA splicing in the unfolded protein response (138).
An intriguing possibility is that RNase L might exist as a member of a family
of regulated nucleases with diverse functions in different organisms.

The functions of the 2-5A system have been explored through genetic manip-
ulation of RNase L. Cells expressing a dominant negative derivative were de-
fective in expressing the anti-EMCV and antiproliferative activities of IFNα/β,
whereas overexpression of RNase L blocked vaccinia virus and HIV-1 replica-
tion (136, 139; RK Maitra & RH Silverman, unpublished data). RNase L–null
mice are deficient in both the anti-EMCV effect of IFNα and in several apop-
totic pathways (140). Although IFNα treatment extended the survival of both
wild-type and RNase L–null mice after EMCV infection, the RNase L–null
mice died several days earlier, lending support to cell culture studies linking
the 2-5A system to the anti-EMCV effect of IFN (123). The ability of RNase
L to be activated by small molecules opens up possibilities for drug design and
development. In one such example, RNase L was recruited by 2-5A–antisense
oligonucleotides to cleave respiratory syncytial virus M2 RNA selectively, thus
blocking viral replication in human tracheal epithelial cells (141, 142). A mam-
malian 2-5A system has also been cloned in transgenic tobacco plants, resulting
in resistance to several different viruses (143, 144).

THE MX PROTEINS Mx proteins are IFN-inducible, high-abundance 70- to
80-kDa GTPases in the dynamin superfamily (145, 146). Mx proteins and
dynamins self-assemble into horseshoe- and ring-shaped helices and other he-
lical structures (147–149). Human MxA forms tight oligomeric complexes
in cell-free systems and in intact cells (150, 151). The Mx proteins interfere
with viral replication, impairing the growth of influenza and other negative-
strand RNA viruses at the level of viral transcription and at other steps. The
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murine nuclear protein Mx1 suppresses the growth of influenza, Thogoto, and
tick-born Dhori viruses, and the human cytoplasmic protein MxA inhibits the
growth of influenza, VSV, measles, Thogoto, bunya, phlebo, hanta, and hu-
man parainfluenza 3, but not Dhori viruses (152–157). Mutant forms of Mx
proteins lacking the ability to bind or hydrolyze GTP fail to suppress viral
replication. However, the binding, not the hydrolysis, of GTP is required to
inhibit VSV transcription by MxA in vitro (158, 159). Mx proteins are be-
lieved to interfere with the trafficking or activity of viral polymerases (160).
Furthermore, MxA specifically binds to Thogoto-virus ribonucleoprotein com-
plex (O Haller, personal communication). Murine Mx1 inhibits the primary
transcription of influenza virus, whereas human MxA acts in the cytoplasm to
inhibit a later step in the viral life cycle (161). Although PKR and Mx genes
are induced preferentially by type I IFNs, 2-5A-synthetase and RNase L are
induced by both types (116, 135, 162, 163). Also, the induction by IFNγ (but
not IFNα/β) of nitric oxide synthase in mouse macrophages inhibits the growth
of ectromelia, vaccinia, and HSV-1 viruses (164). Therefore, different antiviral
pathways may be induced in different cell types, depending on the type of IFN
involved.

Many IFN-induced proteins are poorly characterized, and some of these are
very likely to possess antiviral activity. For instance, expression of the IFN-
inducible 9-27 protein led to a partial inhibition of VSV replication (165).
Clearly, the enormous selective pressures imposed by viruses have resulted in
a rich and diverse set of antiviral pathways.

VIRAL INHIBITION OF THE IFN RESPONSE Hardly surprising, viruses fight
back, not only against host defenses in general (166–169) but also against the
IFN systems in particular, both through novel mechanisms and by subverting
host systems through the synthesis of novel proteins and proteins that mimic and
thus interfere with host proteins (e.g. the IFN receptors; see References 169,
170). There is evidence for the inhibition of the 2-5A–dependent RNase L in
response to EMC infection (171) and for a cellular protein inhibitor of RNase L
(172), but the most extensively studied examples involve the inhibition of PKR.
At least four different mechanisms are used, including inhibitory viral RNA,
inhibitory viral or cellular proteins, and proteolytic cleavage. Best studied is
the adenovirus virus-associated (VA) RNA, which binds to but does not activate
PKR (173). An important fact is that mutant viruses lacking VA RNA are more
sensitive to IFN-mediated inhibition (174). Epstein-Barr virus-encoded small
nonpolyadenylated RNAs (EBER) may perform a similar function for Epstein-
Barr (EB) virus (175), although an EBER-negative strain shows no obviously
enhanced sensitivity to IFNs in vitro (176). Examples of proteins that sequester
the viral dsRNA activators of PKR are the reovirus sigma 3 capsid protein (177)
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and the vaccinia virus E3L protein (178). The HIV transcriptional transactivator
(TAT) (179, 180) and hepatitis C virus NS5A (181) proteins appear to inhibit by
interacting with PKR directly. In response to EMC infection, proteolytic cleav-
age of PKR in poliovirus-infected cells and sequestration of the enzyme occur
(182, 183). Particularly interesting are the cellular protein systems that inhibit
PKR in response to influenza virus infection. p58(IPK), a cellular protein in-
hibitor of PKR, is inhibited by I-p58(IPK), which is apparently inactivated in
response to infection. I-P58(IPK) has recently been identified as the molecular
chaperone hsp40; this identification revealed that the influenza virus regulates
PKR activity by recruiting a cellular stress protein (184). Both cells and viruses
have developed elegant mechanisms to control PKR, which shows the impor-
tance of this enzyme in controlling cellular functions (see below) and virus
replication. As a variant on this theme, SV40 can restore efficient translation
in cells, despite the elevated levels of phosphorylated eIF2α that result from
activating PKR, because the translational rescue mediated by the SV40 large
T antigen occurs downstream of the phosphorylation of eIF2α (185).

Cell death in response to virus infection may be mediated by apoptosis as well
as necrosis (186). Interestingly, cells from mice lacking the 2-5A–dependent
RNase L or PKR show defects in apoptosis (140, 187), consistent with a possible
role for these enzymes in virus-induced, IFN-mediated cell death. Poxviruses
produce CrmA, and the Kaposi’s sarcoma herpes virus produces FLIPs (in-
hibitors of the apoptotic ICE and FLICE proteases, respectively), presumably
to suppress host-cell suicide and inflammatory responses (188, 189). Other vi-
ral anti-apoptotic genes resemble the mammalian bcl-2 gene, which suppresses
apoptosis (186, 190).

The adenovirus E1A and human papilloma virus E6 and E7 proteins inhibit
the production and action of IFN at the level of transcription (66, 191–194).
For E1A, the effect on the transcription of ISGs is mediated, in part at least,
through a reduction in functional p48 (192, 193) and probably also by seques-
tering p300/CBP, required for transcriptional activation through STAT2 (82).
A similar inhibition at a transcriptional level of IFN production and action is
mediated by the Kaposi’s sarcoma herpes virus through the production of an
inhibitory mimic of IRF (169). In additional strategies, the poxviruses produce
soluble IFNα and IFNγ receptors (116), and the EB virus generates an IL-10
analog. Interestingly, the type I IFN receptor mimic produced by the vaccinia
virus shows a wide species specificity, consistent with the broad host range
of the virus (195). The IL-10 analog probably performs a dual function for
the virus, inhibiting the production of IFNγ and activating the B lymphocytes
necessary for virus replication (196).

The IFN systems are subject to cellular control during development and dif-
ferentiation and are subject to inhibition by viruses. The multiple mechanisms
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involved emphasize the importance of these systems to both cells and viruses.
Conversely, the IFN systems are not, of course, the only host defense sys-
tems against which viruses retaliate. Indeed, to know which host defenses are
important, viruses must be investigated.

Inhibition of Cell Growth
IFNs inhibit cell growth and control apoptosis, activities that affect the suppres-
sion of cancer and infection. Genes have been identified that are important for
the apoptotic, but not the growth inhibitory, effects of IFNγ (197). Therefore,
these two activities of IFNs are considered separate but related topics.

Different cells in culture exhibit varying degrees of sensitivity to the antipro-
liferative activity of IFNs. In some cases, growth arrest may be due to differen-
tiation, particularly when IFNs are used in combination with other agents such
as retinoids (198, 199). Specific IFN-induced gene products have not been
linked directly to antiproliferative activity. However, IFNα has been shown
to target specific components of the cell-cycle control apparatus, including
c-myc, pRB, cyclin D3, and cdc25A (200–203). Lymphoblastoid Daudi cells
are exquisitely sensitive to the antiproliferative effects of IFNα, which lead to
a rapid shutdown of c-myc transcription, possibly through a decrease in the
activity of the transcription factor E2F (202). Cells expressing a transdomi-
nant mutant of PKR fail to suppress c-myc in response to IFN, although the
phosphorylation of pRB is suppressed (204). PKR may play a subtle role in
cell growth regulation. Early-passage embryo fibroblasts (MEFs) established
from PKR-null mice achieve saturation densities similar to those of wild-type
MEFs, whereas PKR-null cells consistently achieve higher saturation densities
beyond five passages. The doubling times of wild-type and PKR-null cells do
not differ appreciably between early and late passages, however (S Der & BRG
Williams, unpublished data). This phenotype is similar to the increased satu-
ration densities described for MEFs derived from p53-null or p21/WAF1-null
mice (205) and may result from increased resistance to apoptosis, induced by
growth-factor deprivation in the absence of PKR.

The phosphorylation of pRB by IFN is suppressed by the inhibition of cdk4
and cdk6. This inhibition is achieved through the suppression of cyclin D3 and
by preventing the activation of cdk2-cyclinA and cdk-cyclinE, thereby inhibit-
ing the phosphatase cdc25A (203). This mechanism of growth suppression is
distinct from that of other growth-inhibitory cytokines such as TGFb because it
does not appear to involve the induction of cdk inhibitors such as p21, p27, and
p57kip. Cell-type differences clearly complicate any mechanistic understanding
of the antiproliferative effects of IFN. For example, in contrast to the Daudi cells
discussed above, the induction of p21-cdk2 has been correlated with growth
inhibition of the prostate cancer cell line DU145 by IFNα (206).
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Control of Apoptosis
IFNs are essential for host responses to viruses and some other microbial
pathogens, events that often culminate in apoptosis. However, development
in the mouse proceeds normally in the absence of functional IFNα/β and IFNγ

receptors (114). IFNs have either pro- or anti-apoptotic activities, depending
on factors such as the state of cell differentiation. For instance, IFNγ either
induced or inhibited the apoptosis of murine pre-B cells or B chronic lym-
phocytic leukemia cells, respectively (207–209). Similarly, IFNγ promoted
either proliferation or apoptosis in malignant human T cells, depending on the
presence or absence of serum and the levels of the IFNγ receptor (210). The
involvement of IFNs in apoptosis is interwoven with the roles of other modula-
tors of apoptosis and the enzymes they regulate. For example, dsRNA produced
during viral infections, and lipopolysaccharide (LPS), an endotoxin of gram-
negative bacteria, are potent inducers of apoptosis. Interestingly, either dsRNA
or LPS induces the synthesis of IFNs. The induction of IFNγ by LPS requires
the activity of caspase-1 (ICE) to process the IFNγ-inducing factor IGIF or
IL-18 (211, 212). Similarly, dsRNA induces the production of IFNα/β and is a
pro-apoptotic agent (187).

Investigations into molecular pathways mediating IFN-induced apoptosis
have focused either on the antiviral enzymes (see below) or on identifying other
proteins in the pathway. Several genes have been cloned that, when down-
regulated, suppress the growth inhibitory or apoptotic activities of IFNγ in
HeLa cells. Five novel genes for death-associated proteins, DAP-1 to -5, and
two other proteins (thioredoxin and the protease cathepsin D) play a role in
these processes (197, 213–218). Down-regulation of DAP-1 (a proline-rich
protein), DAP-2 (DAP kinase), DAP-3, or cathepsin D with antisense RNAs
blocked the apoptotic activity but not the cytostatic effect of IFNγ . DAP-2,
a calmodulin-dependent protein kinase with a consensus death domain, local-
izes to the cytoskeleton, and its expression is lost frequently in human tumors
(218, 219). DAP-2 is a tumor suppressor gene that couples the control of apop-
tosis to metastasis (219a). DAP-5 was identified from a partial cDNA encoding
a dominant negative protein related to the protein-synthesis initiation factor
eIF4G (217). It will be interesting to determine how all of these proteins inter-
act with each other and with other intracellular apoptotic factors.

Effects of IFNs on the Immune System
The immunomodulatory actions of IFNs have been studied extensively, but
because of space limitation, they cannot be discussed in detail here. Several
reviews on IFNα/β and IFNγ biology have been published recently, and the
reader is referred to these for more details (12, 115, 220, 221). Here we iden-
tify major recent advances in understanding the roles of IFNs in promoting
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immune responses, and we provide examples of how the actions of IFNα/β
and IFNγ diverge. IFNs are known to profoundly affect nearly all phases of
innate and adaptive immune responses. Within the IFN family, IFNγ plays
the predominant immunomodulatory role. It is produced by a restricted set of
immune cells (T cells and natural killer cells) in response to immune and/or
inflammatory stimuli and functions to stimulate the development and actions
of immune effector cells. The immunomodulatory actions of IFNα/β are more
restricted: They are directed largely at promoting responses that provide the
host with adaptive immune response mechanisms to resist viral infection.

IFN, ANTIGEN PROCESSING AND PRESENTATION, AND DEVELOPMENT OF CD8+

T-CELL RESPONSES One unarguable role of IFNs in promoting protective im-
mune responses is their ability to regulate the expression of proteins encoded in
the major histocompatibility complex (MHC). All IFN family members share
the ability to enhance the expression of MHC class I proteins and thereby to
promote the development of CD8+ T-cell responses (221). This expression is
known to be driven by IRF1, the transcription factor predominantly responsible
for activating MHC class I gene transcription (222, 223). Cells from mice with
targeted mutations in either the IFNγ or IFNα/β receptor systems, STAT1,
PKR, or IRF1 fail to up-regulate MHC class I proteins on their surface in re-
sponse to stimulation by the appropriate IFN. In contrast, IFNγ is uniquely
capable of inducing the expression of MHC class II proteins on cells, thereby
promoting enhanced CD4+ T-cell responses (221, 224). This response depends
on a distinct transactivating factor, CIITA. Cells from human patients with
the rare abnormality bare-lymphocyte syndrome, characterized by the absence
of CIITA, fail to express MHC class II proteins either constitutively or fol-
lowing exposure to IFNγ . IFNγ induces MHC class II protein expression
in a wide variety of different cell types, such as mononuclear phagocytes,
endothelial cells, and epithelial cells, but it inhibits IL-4–dependent class II
expression on B cells (225). The molecular basis for this discordant effect is
unknown.

IFNs also play an important role in antigen processing by regulating the
expression of many proteins required to generate antigenic peptides. IFNγ

modifies the activity of proteasomes by modulating the expression of both en-
zymatic and nonenzymatic components (221, 226). The proteasome is a mul-
tisubunit enzyme complex that is responsible for the generation of all peptides
that bind to MHC class I proteins. In unstimulated cells, it contains three enzy-
matic subunits: x, y, and z. However, following treatment of cells with IFNγ ,
transcription of the x, y, and z genes decreases, and transcription of three addi-
tional genes encoding different enzymatic proteasome subunits, LMP2, LMP7,
and MECL1, increases. This leads to the formation of different proteasomes
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containing these subunits and possessing a different substrate specificity, thereby
altering the types of peptides produced and eventually presented to the im-
mune system. IFNγ also induces the expression of a nonenzymatic proteasome
subunit, PA28 (also known as the 11S regulator), which binds to proteasome
enzyme components and alters their specificity (227, 228). Finally, IFNγ in-
creases the expression of TAP1 and TAP2, which transfer peptides generated
by the proteasome in the cytoplasm into the endoplasmic reticulum, where
they bind to nascent MHC class I chains (229, 230). Thus, IFNs enhance im-
munogenicity by increasing the quantity and repertoire of peptides displayed
in association with MHC class I proteins.

IFNγ AND DEVELOPMENT OF THE CD4+ HELPER T-CELL PHENOTYPE Activated
human and murine CD4+ T cells can differentiate into two polarized subsets,
defined by the cytokines they produce when stimulated (231). In mice, T helper
1 (Th1) cells have the selective ability to synthesize IFNγ , lymphotoxin (LT),
and IL-2 and to promote cell-mediated immunity and delayed type hypersensi-
tivity (DTH) responses. In contrast, murine Th2 cells selectively produce IL-4,
IL-5, IL-6, and IL-10 and thereby facilitate antibody production and the devel-
opment of humoral immune responses. IFNγ has an important effect on Th1
cell development. In vitro, antibody-mediated neutralization of IFNγ greatly
reduces the development of Th1 cells and augments the development of Th2
cells (232). Similar effects are seen in mice lacking the ability to respond to
IFNγ , i.e. STAT1-null mice. However, administration of exogenous IFNγ , in
vitro or in vivo, does not drive a Th1 response. Thus, IFNγ is necessary but not
sufficient for Th1 development.

IFNγ plays a dual role in this process. First, it facilitates Th1 production by
enhancing the synthesis of IL-12 in antigen-presenting cells (233–235). IL-12
is the proximal effector that drives developing CD4+ T cells to become Th1
cells (232, 236). In addition, IFNγ maintains expression of theβ2 subunit
of the IL-12 receptor on developing CD4+ T cells, thereby preserving their
capacity to respond to IL-12 (237). Second, IFNγ blocks the development
of Th2 cells by inhibiting the production of IL-4, which is required for Th2
formation (238), and by preventing Th2-cell proliferation (239). Th1 cells are
not affected in this manner because they become insensitive to IFNγ as a result
of IFNγ -dependent down-regulation of the expression of IFNGR2 (36, 37).

IFN, MACROPHAGE ACTIVATION, AND CELLULAR IMMUNITY Macrophages
function as a key effector cell population in innate and adaptive immune re-
sponses. To carry out these functions, they must first become activated, a
process involving a reversible series of biochemical and functional alterations
that provide them with enhanced cytocidal activities (240). Through the use
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of neutralizing IFNγ-specific monoclonal antibodies and gene-targeted mice,
it has been possible to establish unequivocally the predominant role played by
IFNγ in generating activated macrophages, both in vitro and in vivo (241–
243). Importantly, the macrophage-activating activity of IFNγ is not provided
by IFNα/β. Supporting data come from studies demonstrating that IFNγ -
unresponsive mice or humans (i.e. IFNγ -null, IFNγ receptor–null, or STAT1-
null mice or patients with inactivating mutations in the IFNGR1 gene) are
highly susceptible to infection with a variety of microbial pathogens such as
Listeria monocytogenes, Toxoplasma gondii, Leishmania major, and several
different strains ofMycobacteria(41, 242–245). Increased susceptibility to
infection occurs in IFNγ -unresponsive hosts despite their ability to maintain
an unaltered capacity to produce and respond to IFNα/β.

Activated macrophages use a variety of IFNγ -induced mechanisms to kill
microbial targets. Two of the most important involve the production of reactive
oxygen and reactive nitrogen intermediates. Reactive oxygen intermediates are
generated as a result of the IFNγ -induced assembly of NADPH oxidase, formed
as a result of the induced translocation of two cytosolic enzyme subunits to the
plasma membrane, where they combine with a membrane-associated electron
transport chain component, cytochromeb558 (246). This enzyme effects a
one-electron transfer to oxygen, producing superoxide anion, which, in turn,
is used to generate additional toxic oxygen compounds such as hydrogen per-
oxide, hydroxyl radicals, and singlet oxygen. Reactive nitrogen intermediates,
particularly nitric oxide (NO), are generated in murine macrophages as a result
of the IFNγ -dependent transcription of the gene encoding the inducible form of
nitric oxide synthase (iNOS), which catalyzes the formation of large amounts of
NO (247). NO is thought to kill target cells by one of two mechanisms. First, it
can form an iron-nitrosyl complex with the Fe-S groups of aconitase, complex I
and complex II, thereby inactivating the mitochondrial electron transport chain.
Alternatively, NO can react with superoxide anion to form peroxynitrite, which
decays rapidly to form highly toxic hydroxyl radicals. Although iNOS is in-
duced in murine macrophages in an IFNγ -dependent manner, it is not induced
in human mononuclear phagocytes exposed to the same stimuli. The molecular
basis for this difference has not yet been defined.

IFN AND HUMORAL IMMUNITY IFNs play complex and sometimes conflict-
ing roles in regulating humoral immunity. Most analyses have attempted to
define the influence of IFNγ in the process, although more recent observa-
tions suggest that IFNα/β may also induce many of the same biological effects.
IFNs exert their effects either indirectly (as described above), by regulating
the development of specific T helper cell subsets, or directly at the level of B
cells. In the latter case, IFNs are predominantly responsible for regulating three
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specialized B-cell functions: development and proliferation, immunoglobulin
(Ig) secretion, and Ig heavy-chain switching.

The best-characterized action of IFNs directed toward B cells is their ability to
influence Ig heavy-chain switching. Ig class switching is significant because the
different Ig isotypes promote distinct effector functions in the host. By favoring
the production of certain Ig isotypes while inhibiting the production of others,
IFNs can facilitate interactions between the humoral and cellular effector limbs
of the immune response and increase the host defense against certain bacteria
and viruses. In vitro, IFNγ is able to direct immunoglobulin class switching
from IgM to the IgG2a subtype in LPS-stimulated murine B cells (248) and to
IgG2a and IgG3 in murine B cells that have been stimulated with activated T
cells (249). Moreover, IFNγ blocks IL-4–induced Ig class switching in murine
B cells from IgM to IgG1 or IgE (250). The validity of these observations
has been tested stringently by injecting mice with polyclonal anti-IgD serum, a
polyclonal activator of B cells. These mice produced large quantities of IgG1
and IgE. However, when IFNγ was administered prior to anti-IgD treatment,
the mice produced high levels of IgG2a and decreased levels of IgG1. Thus,
IFNγ is clearly an important regulator of Ig class switching in vivo.

A role for type I IFNs in this process has also been identified (251). Of
particular importance are experiments using mice that lack receptors for IFNγ ,
IFNα/β, or both (114). The mice were infected with lymphocytic choriomenin-
gitis virus (LCMV), and the profiles of the LCMV-specific antibodies generated
were determined. Comparable levels of LCMV-specific IgG2a antibodies were
observed in the sera of normal mice and of mice unresponsive to either IFNγ

or IFNα/β. In contrast, IgG2a antibodies were not produced in mice lacking
responses to both types of IFN. These results demonstrate that if induced during
the immune response, IFNsα/β can indeed function in a manner redundant to
IFNγ in effecting Ig class switching.

ADDITIONAL FUNCTIONS OF PROTEINS
INVOLVED IN IFN RESPONSES

JAKs
JAKs can auto- and transphosphorylate, and it is reasonable to assume that they
phosphorylate the receptors and the proteins recruited to them, foremost among
which are STATs. The interaction of SH2 domains with receptor subunit phos-
photyrosine motifs clearly plays a major role in recruitment. But it is increas-
ingly unlikely that this is the whole story, and recruitment directly by JAKs is an
interesting alternative. For example, it appears possible that signaling by growth
hormone can be achieved with a receptor entirely lacking phosphotyrosine
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motifs (252). Fujitani et al (253) have presented evidence for the recruitment
of STAT 5 through JAK2, and a number of additional JAK-signaling component
interactions have been reported (see below). More generally, JAK1 and JAK2
are present in the cell nucleus as well as in the cytoplasm and at membranes
(254; A Ziemiecki, personal communication). Initial results with a dominant
negative derivative of JAK1 raise the possibility of a constitutive requirement for
JAKs early in zebra fish development (255). JAK3-null mice show no obvious
defect in early development (256, 257). JAK1-null mice, however, are runted,
fail to nurse, and die perinatally. They also appear to have a sensory neuron
defect, which includes a failure of explanted dorsal root ganglion neurons to
survive when cultured in the presence of IL-6, leukemia inhibitory factor (LIF),
ciliary neurotrophic factor (CNTF), oncostatin M (OSM), or cardiotrophin 1
(CT-1), all neurotrophic factors that signal to the JAKs through the IL-6 re-
ceptor family (S Rodig & R Schreiber, unpublished data). JAK2-null mice die
early in embryogenesis, consistent with a failure of hematopoeisis (E Parganas
& JN Ihle, personal communication). Of course, it remains to be established
that any of the defects in the knockout mice reflect a requirement for additional
JAK functions. That said, it has become increasingly clear that just as JAKs
may not be the only mediators of STAT activation, STATs are not the only tar-
gets of activated JAKs. Evidence for this comes from both protein association
data and functional experiments. For example, growth hormone, IL-11, and
OSM all promote the association of JAK2 with Shc and Grb2 (258–260). Work
with a JAK2-null cell line has established that the phosphorylation of Shc in
response to growth hormone depends on JAK2 (261), consistent with a require-
ment for cotransfected JAK2 to achieve MAP kinase activation in response to
activation of a transfected growth hormone receptor (262). Raf1 associates
with JAK2 when coexpressed in the baculovirus system and in erythropoietin-
or IFN-treated cells (262). Therefore, JAK-dependent MAP kinase activation
by different cytokines or growth factors may occur through recruitment to the
JAKs as well as through the well-established pathway involving receptor tyro-
sine motifs (262). Additional proteins reported to interact with JAKs include
SHP1 and SHP2, Vav, Fyn, Btk, Tec, and c-Abl (108, 109, 263–268). For
c-Abl, constitutive JAK activation correlated with transformation and was lost
on inactivation of a temperature-sensitive c-Abl protein (267). Early suggestive
evidence for an additional role for JAKs came from the demonstration that JAK1
is activated in response to EGF but is not required for STAT activation (269).
The function of activated JAK1 in this response remains to be established. Sim-
ilarly, the work of many groups on truncated cytokine receptors has established
a requirement for the juxtamembrane Box1 and Box2 motifs and for JAK (but
not STAT) activation to stimulate a mitogenic response through pathways yet
to be defined (270, 271). IRS1 has been shown to coimmunoprecipitate with
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JAK2, and the ability of the growth hormone receptor to transduce the signal
for IRS1 depends on the same region of the receptor required for JAK2 binding
(272). More recently, work with JAK-null cell lines has established that the
activations of IRS1 and phosphatidylinositol 3′ kinase by IL-4, OSM, and IFNs
are JAK dependent (87, 273). For IFNs, work with JAK1-null cells has estab-
lished that JAK1 is required for the activation of cytosolic phospholipase A2 by
IFNα (85). Data obtained with a kinase-negative derivative of JAK1 and mutant
receptors have raised the possibility that additional JAK-dependent pathways
may be required in the antiviral responses to IFNγ and IFNα/β (23, 274). Also,
in the most detailed study of the activation of the MAP kinase pathway by IFNα,
Larner et al have concluded that JAK1 is essential for the activation of Raf1 and
the ERK/MAP kinases (84). Finally, Sugamura et al have implicated JAKs 2
and 3 in activating the signal transducing adaptor molecule, which is involved
in both c-myc induction and cell growth in response to IL-2 and GM-CSF
(275).

STATs
Evidence is accumulating that STATs play an important role distinct from their
well-known function as inducible transcription factors. Three distinct observa-
tions reveal an important role for STAT1 in the constitutive expression of certain
genes. The expression of IRF1 is low in STAT1-null U3A cells and becomes
significant when STAT1 is expressed from a transgene in U3A-R cells (83).
The caspase family members ICE, Cpp32, and Ich-1 are expressed at levels
10- to 15-fold lower in U3A cells than in U3A-R or wild-type cells, leading to
substantial defects in response to pro-apoptotic signals (275a). Expression of
both LMP2 and LMP7 is almost completely absent in U3A cells and is restored
in U3A-R cells (Chatterjee-Kishore et al, unpublished data). The defects in
caspase expression were corrected when U3A cells were complemented with
the Y701F mutant of STAT1, ruling out the possibility that a STAT-STAT dimer
stabilized by SH2-phosphotyrosine interactions can be responsible (275a). A
strong conclusion is that STAT1 is required for the constitutive expression of
some genes, either alone as monomers or, more likely, in combination with
transcription-factor partners still to be identified. It remains to be seen whether
other STATs have similar functions. As noted above (see also Reference 75),
STAT dimers interact with each other and with several different transcription
factors, primarily through the N-terminal domains, and STAT2 also uses its
N-terminal domain to bind to the IFNAR2c subunit of the receptor (59). We
thus imagine that the N-terminal domain of STAT1 may mediate its binding to
transcription-factor partners required for constitutive gene expression.

A recent report (49) reveals a scaffolding role for STAT3, which uses its SH2
domain to bind to the tyrosine-phosphorylated cytoplasmic tail of IFNAR1 in the
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activated IFNα/β receptor. STAT3 also binds to phosphatidylinositol 3′-kinase,
thus bringing it to the receptor. This binding is followed by phosphorylation
of phosphatidylinositol 3′-kinase on tyrosine. The functional consequences of
this activation by IFNα/β of an additional signaling pathway remain to be
elucidated. That at least some of the STATs can serve alternative functions
alerts us to the possibility that STAT-null mice may exhibit phenotypes that do
not result solely from the lack of STAT activation in response to cytokines or
growth factors.

PKR
The activity of PKR in regulating translation is supplemented by its role as a
signal-transducing kinase in pathways activated by dsRNA, LPS, and differ-
ent cytokines (117, 276). In human and mouse cells, activation of PKR by
dsRNA leads to activation of NFκB through PKR-mediated phosphorylation
of IκB (121, 277–279), and recombinant PKR can activate NFκB and induce
DNA-binding activity in cell lysates (277). It is likely that PKR regulates an
IκB kinase, and two recent publications have now identified such an enzyme,
capable of phosphorylating IκB on the two serine residues appropriate for in
vivo function (280, 281).

PKR also plays a role in signal transduction by IFNα, IFNγ , dsRNA, TNFα,
LPS, and platelet-derived growth factor (PDGF), revealed largely through ex-
periments with MEFs derived from PKR-null mice. IFNs, dsRNA, TNFα, and
LPS all fail to activate the DNA-binding activity of IRF1 in PKR-null MEFs,
resulting in a selective defect in the induction of genes dependent on IRF1 (or
NFκB) (121, 187, 279). Several genes important in mounting different aspects
of host resistance to infection can now be classified as wholly or partially depen-
dent on PKR, including genes involved in antigen presentation (class I MHC),
chemotaxis (the chemokines IP-10, myg, JE, and Rantes), antimicrobial activ-
ity (iNOS), and apoptosis (FAS). The induction of the cell adhesion molecules
VCAM and E-selectin by dsRNA is also mediated through a PKR-dependent
pathway (282; S Bandyopadhyay & BRG Williams, unpublished data). In-
duction of the immunoglobulinκ gene by LPS or IFNγ is mediated by PKR,
probably through activation of IRF1 (283).

The mechanisms of activation of PKR by cytokines require further investi-
gation. It is not known whether activation occurs through JAK-dependent path-
ways or through other signals generated by receptor engagement (for
example, Ca2+). An interaction of PKR with STAT1 has been reported (284)
but does not appear to be functional, because STAT1-dependent activities are
unaffected in PKR-null cells (279). In contrast, the induction of c-fos and
c-myc expression by PDGF can be blocked by inhibitors of PKR or by an
antisense oligonucleotide against PKR mRNA (285). In accord with this, the
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PDGF-induced binding of STAT3 to the GAS element of the c-fos promoter is
defective in extracts from PKR-null MEFs compared with extracts from wild-
type cells, although the response of STAT3 to other stimuli remains unaffected
(A Deb & BRG Williams, unpublished data).

In addition to mediating an important antiviral activity of PKR, the phos-
phorylation of eIF2α is involved in antiproliferative activities because of this
kinase. The most direct evidence comes from studies of the expression of PKR
in Saccharomyces cerevisiae, where inducible expression of wild-type but not
kinase-inactive PKR results in inhibition of growth, which can be reversed by
the coexpression of a mutant yeast eIF2α that is not phosphorylated by PKR
(286, 287). The induction of tumor formation by mutant PKR proteins (288–
290) could be due to failure to appropriately regulate eIF2 or to interactions
with other cellular proteins involved in cell growth control.

INVOLVEMENT OF PKR IN APOPTOSIS The mechanisms and signaling media-
tors that regulate virus-induced apoptosis are not well understood, but it has
long been recognized that a combination of IFN and dsRNA is cytotoxic. Be-
cause PKR inhibits the growth of yeast and mammalian cells, it is an attractive
candidate for involvement in the apoptosis mediated by dsRNA. In support of
this idea, overexpression of PKR induces apoptosis through a mechanism de-
pendent on Bcl2 and ICE (291, 292). Normal levels of PKR are required to
mediate an apoptotic response to different stimuli, including dsRNA. For ex-
ample, reduction of PKR levels by antisense oligonucleotides in promonocytic
U937 cells inhibits the apoptosis induced by TNFα (293). MEFs derived from
PKR-null mice resist apoptotic cell death in response to dsRNA, TNFα, or LPS
through a mechanism linked to a defect in activating the DNA-binding activity
of IRF1 (187). These results reveal an unexpected role for PKR in mediating
stress-induced apoptosis through regulation of IRF1 activity.

Apoptosis is also important in T-cell development. Although thymocytes of
wild-type mice express relatively high levels of PKR, the size of the thymus and
the ratios of peripheral T-cell subsets are normal in PKR-null mice (S Kadererit
& BRG Williams, unpublished data). Therefore, PKR expression in thymocytes
is not essential for apoptosis associated with negative and positive selection.
Fas mRNA expression is strongly induced in wild-type cells by dsRNA, LPS,
and IFNγ , but with the exception of IFNγ , the induction is much reduced in
MEFs derived from PKR-null mice (187). Death signals transduced by the
Fas receptor depend on the presentation of the ligand Fas L and are largely
restricted to a few cell types, such as activated cytotoxic T cells. However, the
induction of Fas on wild-type MEFs by dsRNA results in sensitization of the
cells to killing by an anti-Fas antibody that stimulates the Fas receptor. MEFs
derived from PKR-null mice remain insensitive to killing by this antibody when
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treated with dsRNA (S Der & BRG Williams, unpublished data). A role for Fas
in virus-induced apoptosis has been suggested for influenza virus (294, 295),
and it is likely that PKR is required, although experiments to prove this point
remain to be carried out.

RNase L and 2-5A Synthetase
The possible wider role of the 2-5A system in cell metabolism extends beyond
the antiviral activity of IFNs. The 2-5A system has been implicated in the action
of IFNs. Although RNase L is not essential for normal mouse development
(140), the 2-5A system has long been suspected to be involved in RNA decay
during cell death. The regression of chick oviducts upon estrogen withdrawal
and of rat mammary glands after lactation was correlated with the induction
of 2-5A synthetase or with 2-5A per se (296–298). RNase L–null mice have
enlarged thymus glands as a result of a defect in apoptosis (140). Thymocytes
from these mice were resistant to inducers of apoptosis anti-CD3, anti-fas, stau-
rosporine, and TNFα plus actinomycin D, whereas RNase L–null fibroblasts
were resistant to staurosporine or the combination of IFNα and 2-5A. Expres-
sion of a dominant negative derivative of RNase L also suppressed apoptosis
in cultured cells (J Castelli, BA Hassel, J Paranjape, A Maran, RH Silverman
& R Youle, unpublished data). These findings suggest that the control of RNA
stability by RNase L plays a role in apoptosis.

An intriguing but unresolved question is whether the 2-5A synthetases do
something other than synthesize activators of RNase L. These enzymes differ
in structure, intracellular location, activation profiles, and lengths of the 2-5A
oligomers produced (127, 130, 299–302). The 2-5A synthetases are versatile
enzymes that not only produce 2-5A but also transfer AMP residues in 2′, 5′-
linkage to a variety of molecules that terminate in an adenosine residue, such
as A5′p35′A, A5′p45′A, NAD, ADP-ribose, and tRNA (303–307). Also, the
final nucleotide added by 2-5A synthetase can be something other than AMP
(302, 304). Recently, 2-5A synthetases have been used to make pppG2′p5′G
by using GTP as a (relatively poor) substrate (302). 2′, 5′-Oligoadenylates with
structures different from 2-5A have been observed in cells and tissues of higher
vertebrates (298), and some virus-induced alternative 2′, 5′-oligoadenylates can
function as inhibitors of RNase L (308). In summary, suggestions of a wider
role for the 2-5A synthetases are tantalizing but remain largely unexplored.

IRFs
The IRF family of DNA-binding transcription factors, including IRF1, IRF2,
IRF3, ISGF3γ (p48), ICSBP, and ICSAT/PiP/LSIRF, has been implicated in
IFN production, cell growth regulation, and induction of gene expression by
IFN (100, 309, 310). Experiments using mice null for IRF family members
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have recently complemented studies of transfected cell lines and have also
provided a link to PKR. IRF1 is essential for mousegbp gene induction by
IFNγ (311), and PKR is a signal transducer in this pathway (279). In the
absence of PKR, IRF1 DNA binding activity induced in response to IFNγ (or
LPS, TNFα, or dsRNA) is deficient. However, certain phenotypes and cellular
responses of PKR- and IRF1-null mice are distinct, suggesting both shared and
nonoverlapping pathways. For example, IRF1-null mice exhibit reduced levels
of CD8+ T cells resulting from a failure of IFNγ to appropriately up-regulate
the LMP1 and TAP2 genes, essential for class I MHC function (312–314).
Recently it has been shown that IRF1 is required for a TH1 response in vivo
(315, 316). PKR-null mice have a normal complement of CD8+ cells in the
periphery but exhibit exaggerated contact hypersensitivity, possibly because
they fail to induce fas-dependent apoptosis appropriately (121, 187; S Kadereit,
R Fairchild & BRG Williams, unpublished data). Both IRF1 and PKR appear
to be essential for induction of the inducible nitric oxide synthase gene by
IFNγ (317), but unlike IRF1, PKR is not involved in the induction of cell-cycle
arrest in response to DNA damage (318; S Der, M Zamanian-Daryouch & BRG
Williams, unpublished data). The phenotype of ICSBP-null mice (a lymphoid-
specific member of the IRF1 family) is enhanced susceptibility to virus infection
as a result of a deficiency in IFNγ production and a chronic myelogenous
leukemia-like syndrome that is apparent even in the heterozygotes, suggesting
haploin sufficiency (319). Because this phenotype is not shared with the IRF1
or PKR knockouts, ICSBP has a unique role in regulating hematopoiesis.
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