
, 
I/) . -/-- . .  � �-.-.-.. -



Ann. Rev. Psychol. 1986.37:1-15 
Copyright © 1986 by Annual Reviews Inc. All righl" reserved 

EVOLVING CONCEPTS OF TEST 

VALIDATION! 

Anne Anastasi 

Department of Psychology, Fordham University, Bronx, New York 10458 

CONTENTS 

THE PLACE OF VALIDITY IN THE TEST CONSTRUCTION PROCESS""""""" 2 

THE NATURE OF CONSTRUCTS IN TEST VALIDATION """"""""""""""' " 4 
TRAITS AND SITUATIONS ... . . . . . ... . . ................. . . . . . . . . . . . . . . . ... . ............ . . . ..... . .  8 

VALIDITY GENERALIZATION . . . . . . . . . .. . . . . . . . . . . . .. . .............. . . . . . . . . . . ..... . . . .. . . . . . . .  10 

SUMMARY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  12 

In the early beginnings of standardized testing, validity was assessed by a 
diversity of procedures and was called by many names. The type of evidence 

adduced to demonstrate test validity varied with the purpose of the test, the 
theoretical orientation of the test author, and-all too often-with the ready 
availability of the data. A mong the earliest empirical approaches to evaluating 
test items and selecting the most valid was the age-differentiation criterion 
employed by Binet and Simon (1908). On the assumption that the cognitive 
skills constituting intelligence increase with age through childhood, they chose 
tasks whose frequency of correct solution increased with age; they then 
assigned each task to the age level at which the percentage of children passing it 
fell within a specified range. This was also a major procedure followed in the 
construction of the Stanford-Binet and other individual intelligence tests of the 
period that assessed intelligence in terms of mental age. 

Soon total test scores were being evaluated, not only against chronological 
age but also against judgments of individual achievement, such as teachers' 
ratings of pupils' performance or other evidence of the quality of behavior in 
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daily life. Case history data and psychiatric diagnoses also served as criteria, 
especially for personality tests and tests designed for identifying mental retarda­
tion. With advances in statistical methodology, techniques of item analysis 
against total test scores or against external criterion measures came into use. 
Still later, factor analysis was introduced in test development; it was applied to 
items, to subtest scores, and to total test scores in combination with scores on 
other tests. Different investigators and test authors employed a confusing array 
of names for the validity they reported, ranging from face validity, validity by 
definition, intrinsic validity, and logical validity to empirical validity and 
factorial validity. 

In 1954, in a major effort to introduce some order into the chaotic state of test 
construction procedures as a whole, the American Psychological Association 
(in collaboration with the American Educational Research Association and the 
National Council on Measurement in Education) published the Technical 

Recommendations for Psychological Tests and Diagnostic Techniques. This 
publication formally introduced the now familiar classification into content, 
predictive, concurrent, and construct validity. In subsequent editions of this 
document (Standards . . .  1974), predictive and concurrent validity were 
subsumed under criterion-related validity, and this tripartite division has sur­
vived to the present. 

Although initially helping to clarify our thinking about validation pro­
cedures, the tripartite categorization of validity has had some adverse side 
effects on testing practice. Essentially it represents a crude and oversimplified 
grouping of many data-gathering procedures that contribute to an understand­
ing of what a test measures. Yet there has been a tendency to lean too heavily on 
this neat, satisfying tripartite clasl'ification. The three labels have been reified 

./ and endowed with an existence of their own. They first came to be regarded as 
three distinct types of validity and later as three essential aspects or components 

of validity. Thus test constructors would feel obliged to tick them off in 
checklist fashion. It was felt that they should be covered somehow in three 
properly labeled validity sections in the technical manual, regardless of the 
nature or purpose of the particular test. Once this tripartite coverage was 
accomplished, there was the relaxed feeling that validation requirements had 
been met. This, of course, is a gross distortion of the role of validity in the test 
development process. It is noteworthy that in the 1985 edition of the Standards 

for Educational and Psychological Testing, some of the apparent rigidities of 
the earlier editions were eliminated and a more comprehensive and flexible 
approach to validation procedures was followed. 

THE PLACE OF VALIDITY IN THE TEST 
CONSTRUCTION PROCESS 

Let us turn to a basic question: How does one build a valid test? What are the 
ideal test -construction procedures? What is the general model of test develop-
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ment that the test author endeavors to approximate within the constraints of 
practical demands and real-life limitations? 

More and more we recognize that the development of a valid test requires 
multiple procedures, which are employed sequentially at different stages of tcst 
construction (Jackson 1970, 1973, Guion 1983). Validity is thus built into the 
test from the outset rather than being limited to the last stages of test develop­
ment, as in traditional criterion-related validation. The validation process 
begins with the formulation of detailed trait or construct definitions, derived 
from psychological theory, prior research, or systematic observation and analy­
ses of the relevant behavior domain. Test items are then prepared to fit the 
construct definitions. Empirical item analyses follow, with the selection of the 
most effective (i.e. valid) items from the initial item pools. Other appropriate 
internal analyses may then be carried out, including factor analyses of item 
clusters or subtests. The final stage includes validation and cross-validation of 
various scores and interpretive combinations of scores through statistical analy­
ses against external, real-life criteria. 

This multistage process for building validity into a test is illustrated in 
varying degrees by several recently developed tests. Among them are the 
Comre y Personalit y Scales (1970) and the Millon Clinical Multiaxial Inventory 
(1983). It is most clearly exemplified by the Personality Rescarch Form 
developed by Jackson (1974), who has contributed substantially to the dis­
semination of the multistage procedure (Jackson 1970, 1973). In the cognitive 
domain, the procedure is illustrated by the recently published Kaufman Assess­
ment Battery for Children (1983; see also Anastasi 1984), although the report­
ing of validity in the interpretive manual still follows the traditional approach. 
There are separate sections labeled construct, concurrent, and predictive val­
idity; and relevant information from other stages of test development, such as 
construct formulation and several kinds of item analysis, is scattered through 
other chapters. 

Almost any information gathered in the process of developing or using a test 
is relevant to its validity. It is relevant in the sense that it contributes to our 
understanding of what the test measures . Certa i nly , data on internal consistency 
and on retest reliability help to define the homogeneity of the construct and its 
temporal stability. Norms may well provide additional construct specification, 
especially if they include separate normative data for subgroups classified by 
age, sex, or other demographic variables that affect test performance. Remem­
ber that systematic age increment was a major criterion in the development of 
early intelligence tests. 

If we think of test validity in terms of understanding what a particular test 
measures, it should be apparent that virtually any empirical data obtained with 
the test represent a potential source of validity information. After a test is 
released for operational use, the interpretive meaning of its scores may continue 
to be sharpened, refined, and enriched through the gradual accumulation of 
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clinical observations and through special research projects. The former was 
well illustrated by the Stanford-Binet, the latter by the MMPI. Test validity is a 
living thing; it is not dead and embalmed when the test is released. Obviously, 
this does not mean that the test is not ready for use until all possible data bearing 
on its validity are in. Construct validation is indeed a never-ending process. 
However, that should not preclude using the test operationally to help solve 
practical problems and reach real-life decisions as soon as the available validity 
information has reached an acceptable level for a particular application. This 
level varies with the type of test and the way it will be used. Establishing this 
level requires informed professional judgment within the appropriate specialty 
of professional practice. 

THE NATURE OF CONSTRUCTS IN TEST V ALIDA TION 

By now it is undoubtedly apparent that I have been talking about what is 
traditionally known as construct validation. What about the other types, 
aspects, components, or modifying labels that have become generally associ­
ated with test validity? The answer is that what has come to be designated 
construct validity is actually a comprehensive approach that includes the other 
recognized validation procedures-and much more besides. This point has 
been made repeatedly: in the test standards (from the first, 1954 version to the 
latest), in textbooks, symposium papcrs, and journal articles. Yet the ambiguity 
persists. Probably the confusion results from the many usages of the term 
validity. In a 1980 paper, Messick argued convincingly that the term validity, 
insofar as it designates the interpretive meaningfulness of a test, should be 
reserved for construct validity. Other procedures with which the term validity 
has traditionally been associated, he maintained, should be designated by more 
specifically descriptive labels. Thus, content validity could be labeled content 
relevance and content coverage, to refer to domain specifications and domain 
representativeness, respectively. Criterion-related validity could be labeled 
predictive utility and diagnostic utility, to correspond to predictive and con­
current validation. These changes in terminology should help, but it may be 
some time before the old terms can be dislodged. 

If we turn from labels to procedures, we can see that content analyses and 
correlations with external criteria fit into particular stages in the process of 
construct validation, that is, in the process of both determining and demonstrat­
ing what a test measures. Certain procedures may be singled out for special 
emphasis in order to answer specific practical questions. But constructs are 
always involved, in both the questions and the answers, even though we may 
not be aware of it. 

Let us consider the nature of the constructs employed in test development. 
Essentially they are theoretical concepts of varying degrees of abstraction and 
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generalizability which facilitate the understanding of empirical data. They are 
ultimately derived from empirically observed behavioral consistencies, and 
they are identified and defined through a network of observed in­
terrelationships. In the description of individual behavior, such a construct 
corresponds closely to what is generally termed a trait. A simple example, with 
narrowly limited generalizability, is speed of walking. If we take repeated 
measurements of an individual's walking speed, we still obtain a whole dis­
tribution of speeds, depending upon the person's condition at the time, the 
context in which the walking occurs, and the purpose of the walking, among 
other circumstances. Nevertheless, it is likely that an analysis of such varied 
measures would reveal a substantial common factor that reliably differentiates 
one person from another in overall walking speed. This common factor would 

be a construct; it does not necessarily correspond to any single empirical 
measure. 

A nother relatively simple example is spelling ability. A test for this ability 
appears to be a likely candidate for content validation. But as in walking speed, 
we must guard against overgeneralizing from a bchavior sample drawn from a 
limited domain. There may be several differentiable spelling abilities, and there 
is evidence that this is the case (e. g. Knoell & Harris 1952, A hlstrom 1964). 
Such diverse spelling behaviors may be illustrated by the recognition of correct­

ly and incorrectly spelled words, as in a multiple-choice or true-false test; 
frequency of misspellings in spontaneous writing; correctness of spelling when 
writing from dictation; and sensitivity to one's potential spelling errors, with 
the associated readiness to verify spelling by consulting sources. In designing a 
spelling test for a particular purpose, as for inclusion in a job sclection battery, 
one can define the scope and boundaries of the construct that best fits the 
specific needs. This practice has been followed, to quote another example, in 
designing tests of functional literacy , or reading ability, for various industrial 
and military occupational specialties (Sticht 1975, Schoenfeldt et al 1976). 

I have deliberately chosen examples of relatively narrow constructs because 
they can be more readily grasped. If we go to the other extreme of breadth, 
complexity, and generalizability, many of us would undoubtedly think of 
intelligence as a construct. I would rather not use that example, however, for at 
least two reasons. First, the term intelligence has acquired too many excess 
meanings that obfus cate its nature. Second, the construct measured by tests of 
intelligence requires some modifying adjectives and delimiting specifications. 
No test was actually designed to measure universal human intelligence. Some 
tests could be more accurately described as measures of academic intelligence, 
or scholastic aptitude, or that cluster of cognitive skills and knowledge de­
manded and positively reinforced in modern, technologically advanced societ­
ies. Even more precise construct definitions would certainly improve the 
interpretability of scores obtained with most so-called intelligence tests. 
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When a test author sets out to develop a new test, it is highly unlikely that he 
or she does so without some idea about the construct or constructs to be 
assessed, however vaguely defined. Nor did this practice originate with the 
formal introduction of construct validation into the psychometric lexicon. Binet 
devoted considerable time to a formulation of his concept of intelligence; the 
development of his ideas on the subject can be traced through published 
writings spanning many years (Wolf 1973). At the time when the Binet-Simon 
tests were prepared, Binet's conception of intelligence included such be­
havioral qualities as attention control, directed thinking, comprehension, judg­
ment, and self-criticism (Binet 1909/1911). The influence of these constructs in 
guiding the preparation of the scale can be readily recognized in the test items, 
many of which have survived in the Stanford-Binet. 

Once the testing movement had been fully launched, however, there was a 
tendency to veer away from theoretical rationale and construct formulation. 
The knowledge and hypotheses that undoubtedly still guided initial item writing 
were deemphasized and were rarely discussed in connection with test validity. 
The test manuals created a general impression of almost blind empiricism. 
There was heavy reliance on empirical item selection from large, preliminary 
item pools, followed by ex post facto evaluation of the total test through 
validation and cross-validation against external criteria. Substantial validity 
shrinkage was regularly expected in cross-validation because of the large 
contribution of chance factors to item selection. It is well known that such 
shrinkage will be largest when the initial item pool is large, the proportion of 
retained items is small, and the sample of persons is small. Under tonditions of 
blind empiricism, test validity may drop to virtually zero in cross-va:Iidation­
there are some dramatic demonstrations of this fact in the literature (Kurtz 
1948, Cureton 1950). Shrinkage can be drastically reduced, however, when 
items are prepared to fit clearly formulated hypotheses derived from psycholog­
ical theory or from previous investigations of criterion requirements (Primoff 
1952). It is apparent that clear construct definition as a guide to item writing is 
not only logically defensible but also efficient. 

Empiricism need not be blind. The overemphasis on purely empirical pro­
cedures during the early decades of this century arose in part as a revolt against 
the armchair theorizing that all too often served as the basis for so-called 
psychological writings of the period. But theory need not be subjective speCUla­
tion. Theory can be derived from an analysis of accumulated research findings 
and can in tum lead to the formulation of empirically testable hypotheses. The 
shift toward stronger theoretical orientation discernible in American psycholo­
gy since midcentury produced a noticeable spinoff in test construction. Tests 
published in the 1970s and 1980s show increasing concern with thl;!oretical 
rationales throughout the test development process. A specific example of the 
integration of empirical and theoretical approaches to test construction is 
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provided by the assignment of items to subtests or scales on the basis of logical 
as well as statistical homogeneity. In other words, an item is retained in a scale 
if it was written to meet the specifications of the construct definition of the 
particular scale and also was shown to belong in that scale by the results of 
factor analysis or other statistical procedures of item analysis (Comrey 1970, 
Jackson 1974, Millon 1983). 

Let us look more closely at the sources of the constructs employed in test 
development. How are these constructs formulated by the test author? This 
question actually pertains to criterion analysis, that is, an analysis of what the 
author wants the test to assess. Regardless of the purpose of the test, this is the 
criterion question. 

For the most general types of tests, designed for wide-ranging uses, a major 
source of guiding constructs is psychological theory and the accumulated store 
of prior research findings. Among the most common sources actually used by 
test developers are personality theories, clinical observations, factor-analytic 
investigations of human abilities, and, more recently, information-processing 
studies from cognitive psychology. 

When tests are designed for use within special contexts, the relevant con­
structs are usually derived from content analyses of particular behavior do­
mains. Such analyses have varied widely in their thoroughness, fullness, and 
precision. In educational contexts, the most characteristic tests are the so-called 
achievement tests, whose purpose is to assess the effects of academic learning 
and the individual's readiness for further learning of a similar nature. At the 
broadest level, the constructs for such tests are educational goals, translated 
into testable behavioral specifications. The sources are essentially consensual 
judgment data. Ideally, these data are systematically gathered under conditions 
that are clearly described and amenable to replication. At more specific levels, 
the criterion analyses are represented by systematic surveys of curricula, course 
syllabi, and textbooks, as well as judgment data obtained from recognized 
experts within subject-matter specialities. 

In occupational testing, designed for personnel selection and classification, 
the criterion analysis is generally called a job analysis. To be effective, a job 
analysis should concentrate on those aspects of performance that differentiate 
most sharply between the better and the poorer workers. In many jobs, workers 
of different levels of proficiency may differ little in the way they carry out most 
parts of their jobs-only certain features of their jobs may bring out the major 
differences between successes and failures. In his classic book on Aptitude 

Testing, Clark Hull as early as 1928 stressed the importance of these differenti­
ating aspects of job performance which he called "critical part-activities" (p. 
286 ). Later this concept was reemphasized by John Flanagan (1949, 1954), 
under the name of "critical requirements." To implement the concept of critical 
requirements, Flanagan proposed the critical incident technique. This tech-
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nique called for factual descriptions of specific instances of job behavior 
characteristic of either satisfactory or unsatisfactory workers. The focus on 
critical job requirements led, through various routes, to the development of the 

job element method for constructing tests and demonstrating their validity. 
Variants of this procedure have been applied to a wide diversity of jobs, in 
industry and in the public sector at the federal, state, and local levels (McCor­
mick et aI1972, Primoff 1975, Menne et a11976 , Tordy et a11976 , Eyde et al 
1981). 

Essentially, job elements are the units describing critical work requirements. 
The job element statements are generated and rated by job incumbents and 
supervisors, chosen because they are thoroughly familiar with the job. Job 
elements refer to those specific job behaviors that differentiate most clearly 
between marginal and superior workers. Relying ultimately on the observations 
and judgment of experienced workers, the job element method provides tech­
niques for systematically collecting and quantifying these judgments. Although 
various adaptations of the job element method differ in procedural details, all 
provide for the description of job activities in terms of specific behavioral 
requirements, from which test items can be directly formulated. The individual 
behavioral statements can, in tum, be grouped into broader categories or 
constructs, such as computational accuracy, spatial visualization, manual dex­
terity, or ability to work under pressure. There is a growing body of research 
aimed at the development of a general taxonomy of job performance in terms of 
relatively broad behavioral constructs (Fleishman 1975, Pearlman 1980). The 

job element method contributes to this goal and thereby facilitates the effective 
use of a test across many superficially dissimilar jobs. 

TRAITS AND SITUATIONS 

Any discussion of trait constructs must take into account the question of 
situational specificity. A long-standing controversy regarding the 
generalizability of traits versus the situational specificity of behavior reached a 
peak in the late 196 0s and the 1970s. Several developments in the 196 0s 
focused attention on narrowly defined "behaviors of interest" and away from 
broadly defined traits. In the cognitive domain, this focus is illustrated by 
individualized instructional programs and criterion-referenced testing and by 
the diagnosis and treatment of learning disabilities. In the noncognitive or 
personality domain, the strongest impetus toward behavioral specificity in 
testing came from social learning theory and the general orientation associated 
with behavior modification and behavior therapy (Bandura & Walters 196 3; 
Bandura 196 9; Goldfried & Kent 1972; Mischel 196 8, 196 9, 1973). All the 
advocates of behavioral specificity in both cognitive and noncognitive areas 
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directed their criticisms especially toward the early view of traits as fixed, 
unchanging, underlying causal entities. This kind of criticism had already been 
vigorously expressed in earlier writings by several psychologists and had been 
supported by appropriate psychometric research. In fact, few psychologists 
today espouse such extreme views of traits with their excess meanings and 
unwarranted implications. 

On the other side of the controversy, the initial emphasis on extreme be­
havioral specificity, with its accompanying rejection of trait constructs, re­
sulted at least in part from certain methodological constraints. These included 
predominantly low reliability of measures and failure to aggregate across 
observations so as to cancel out specific variance (Green 1978; Epstein 1979, 
1980; Rushton et al 1983). There is now a growing consensus between the 
adherents of the opposing views (Mischel 1977 , 1979; Anastasi 1983). We are 
coming to recognize more and more that in order to identify broad traits, we 
have to assess individuals across situations and aggregate the results. To meet 
different assessment needs, behavioral observations can be aggregated in 
different ways and with appropriate degrees of generality or specificity (Mis­
chel & Peake 1982). The focus may be on intraindividual consistencies or on 
situational categories of varying degrees of breadth. 

Both the theoretical discussions and the research on person-by-situation 
interaction have undoubtedly enriched our understanding of the many con­
ditions that determine individual behavior. They have also contributed to the 
development of sophisticated research designs such as the application of multi­
mode factor analysis (Tucker 1964, 1966; Levin 1965; Kjerulff & Wiggins 
1976). By this technique, one can identify major factors in situations, in 
response styles, and in persons. In addition, there is a core matrix which 
integrates the three modes and permits their joint interpretation. For example, 
in an investigation of graduate student styles for coping with stressful situations 
(Kjerulff & Wiggins 1976), students who rated themselves as less pro­
fessionally competent tended to feel anger at themselves for academic failures 
and anger at others for interpersonal difficulties; they were extremely anxious 
when facing academic problems, but not at all anxious in stressful situations for 
which there is no clear source of blame, such as losing subjects in an experi­
ment. 

When the heat of the controversy over traits and situations had dissipated, it 
was clear that situational variance is more conspicuous in analyses of personal­
ity traits than in analyses of abilities. For example, a person may be quite 
sociable and outgoing at the office, but shy and reserved at social gatherings. Or 
a student who cheats on examinations may be scrupulously honest in handling 
money. An extensive body of empirical evidence has been assembled by social 
learning theorists (Mischel 1968, Peterson 1968) showing that individuals 
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exhibit considerable situational specificity in several nonintellective di­
mensions, such as aggression, social conformity, dependency, rigidity, hon­
esty, and attitudes toward authority. 

Part of the explanation for the higher cross-situational consistency of cogni­
tive than of affective functions may be found in the greater uniformity and 
standardization of the individual's reactional biography in the cognitive domain 
(Anastasi 1970). Schooling is a major influence in the standardization of 
cognitive experience. The formal school curriculum, for example, fosters the 
development of broadly applicable cognitive skills in the verbal and numerical 
areas. Personality development, in contrast, occurs under far less uniform 
conditions. Moreover, in the personality domain, the same response may elicit 
social consequences that are positively reinforcing in one type of situation and 
negatively reinforcing in another. The individual may thus learn to respond in 
quite different ways in different contexts. 

From the standpoint of personality test development, it should be noted that 
one can also identify situationally linked traits. This way of categorizing 
behavior is illustrated by the familiar test anxiety inventories (Spielberger et al 
1976, Sarason 1980, Spielberger 1980, Tryon 1980). Such inventories cover 
essentially a trait construct that is restricted to a specified class of situations, 
those covering tests and examinations. Individuals high in this trait tend to 
perceive evaluative situations as personally threatening. The test instructions 
may be modified to define the anxiety-provoking situations even more specifi­
cally by directing examinees to respond, for example, with reference to 
mathematics tests or essay tests. Constructs such as test anxiety can be identi­
fied by aggregating observations within the situationally defined behavior 
domain, thereby cancelling out error variance as well as specificity that is 
irrelevant to the construct definition. The behavioral consistencies identified 
through such aggregation may well prove to be of considerable interest both 
theoretically and practically. 

VALIDITY GENERALIZATION 

The concept of situational specificity has played a somewhat different role in 
research on the validity of ability tests for personnel assessment. When stan­
dardized aptitude tests were first correlated with performance on presumably 
similar jobs in industrial validation studies, the validity coefficients were found 
to vary widely (Ghiselli 1959, 1966). Similar variability among validity coeffi­
cients was observed when the criteria were grades in various school courses 
(Bennett et aI1984). Such findings led to widespread pessimism regarding the 
generalizability of test validity across different situations. Until the mid-1970s, 
"situational specificity" of psychological requirements was generally regarded 
as a serious limitation in the usefulness of standardized tests in personnel 
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selection (Guion 1976). In a sophisticated statistical analysis of the problem, 
however, Frank Schmidt, John Hunter, and their associates (Schmidt & Hunter 
1977, Schmidt et al 1981) demonstrated that much of the variance among 
obtained validity coefficients may be a statistical artifact resulting from small 
sample size, criterion unreliability, and restriction of range in employee sam­

ples. 
The industrial samples available for test validation are generally too small to 

yield a stable estimate of the correlation between predictor and criterion. For the 
same reason, the obtained coefficients may be too low to reach statistical 
significance in the sample investigated and may thus fail to provide evidence of 
the test's validity. It has been estimated that about half of the validation samples 
used in industrial studies include no more than 40 or 50 cases (Schmidt et al 
1976). This is also true of the samples often employed in educational settings to 
compute validity coefficients against grades in particular courses or specialized 
training programs (Bennett et al 1984). With such small samples, criterion­
related validation is likely to yield inconclusive and uninterpretable results 
within any single study. 

Applying their newly developed techniques to data from many samples 
drawn from a large number of occupational specialties, Schmidt. Hunter. and 
their coworkers were able to show that the validity of tests of verbal. numerical. 
and abstract reasoning aptitUdes can be generalized far more widely across 
occupations than had heretofore been recognized (Schmidt et a1 1979, 1980, 
Pearlman et al 1980). The variance of validity coefficients typically found in 
earlier industrial stugies proved to be no greater than would be expected by 
chance. This was true even when the particular job functions appeared to be 
quite dissimilar across jobs. Evidently, the successful performance of a wide 
variety of occupational tasks depends to a significant degree on a common core 
of cognitive skills. It would seem that this cluster of cognitive skills and 
knowledge is broadly predictive of performance in both academic and occupa­
tional activities demanded in advanced technological societies. 

When tests are used for classification decisions, whereby individuals are to 
be matched with the requirements of different types of jobs or different in­
structional programs, we need to investigate the boundaries of validity 
generalization for particular tests or combinations of tests. We need to identify 

the major constructs covered by the tests on the one hand and by the job 
functions on the other. The procedures used for this purpose can be illustrated 
by factor analysis of the tests and by job analysis expressed in terms of critical 
behavioral requirements. Validity generalization can then be investigated with­
in functional job families. consisting of jobs that share major behavioral 
constructs regardless of superficial task differences. 

Such dual analyses of tests and jobs have been applied with promising results 
in recent research on the validity of the General Aptitude Test Battery (GATB) 
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for some 12,000 jobs described in the Dictionary of Occupational Titles of the 
U.S. Employment Service (U.S. Department of Labor 1983a,b). For purposes 
of this analysis, the jobs were classified into five functional job families. Factor 
analyses of the test battery yielded three broad group factors identified as 
cognitive, perceptual, and psychomotor. A meta-analysis of data from over SOO 
U. S. Employment Service validation studies was then conducted with the 
newly developed validity generalization techniques. This procedure yielded 
estimated validities of the appropriate aptitude composites for all jobs within 
each job family. 

A more narrowly focused demonstration of the dual identification of be­
havioral constructs in tests and criteria was also based on analyses of U.S. 
Employment Service data (Gutenberg et al 1983). The investigators applied a 
behaviorally oriented job analysis inventory , the Position Analysis Question­
naire (PAQ), to III jobs for which validity data were available in the USES 
files. The object of the research was to investigate the possible moderating 
effect of certain behavioral demands of a job on the predictive validity of 
different tests. Three job-analysis dimensions pertaining to decision making 
and information processing were found to correlate positively with the validi­
ties of the cognitive GATB tests (general, verbal, and numerical aptitudes) and 
negatively with the validities of psychomotor tests (finger and manual dexterity 
tests). In other words, the more a job called for decision making and informa­
tion processing , the higher was the correlation of job performance with the 
cognitive tests and the lower was its correlation with the psychomotor tests. 
These findings are consistent with the aptitude constructs identified in the 
previously cited USES research on validity generalization. They also support 
the desirability of identifying behavioral constructs in both job functions and 
test performance when investigating the predictive effectiveness of tests. 

SUMMARY 

The concept of test validation has been undergoing continuing development, 
clarification, and refinement. Although test authors always begin with some 
notion, however vague, about the constructs they want to measure, there was an 
early period of atheoretical empiricism in test development. By the 1970s, the 
increasing emphasis 01). theory in American psychology was reflected in test 
development, with an increasing interest in construct validation. In effect, all 
validation procedures contribute to construct validation and can be subsumed 
under it. So-called content validation and criterion-related validation can be 
more appropriately regarded as stages in the construct validation of all tests . 

. There is a growing recognition that validation extends across the entire test 
construction process; it encompasses multiple procedures employed sequential­
ly at appropriate stages. Validity is built into a test at the time of initial construct 
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definition and the formulation of item-writing specifications; the hypotheses 
that guide the early developmental stages are tested sequentially through 
internal and external statistical analyses of empirical data. Depending upon the 
purpose of the test, trait constructs may be defined with different degrees of 
narrowness or breadth and may be linked to specified situational domains. The 
identification of constructs in both test performance and criterion behavior 
increases the efficiency of the test construction process and leads to the 
production of tests that are more valid theoretically, as well as more useful in 
meeting practical needs. A n  example of such effects is to be found in reduced 
item wastage and minimal validity shrinkage in cross-validation. A nother 
example is the broadening of validity generalization through the identification 
of matching constructs in test performance and criterion behavior. 

This approach is not limited to the test developer. Test users, too, can 
profitably use construct definition in specifying their particular testing needs (as 
in behaviorally oriented job ana ly se s) , and they can choose tests that have been 
shown to assess the relevant constructs. The same constructs should provide a 
basis for interpreting test scores. Finally, if it is feasible for the test user to 
obtain confirmatory follow-up data on the predictive effectiveness of a given 
test for a particular use, it would be more meaningful to correlate test scores 
with the relevant and practically significant criterion constructs than with a 
composite and amorphous assessment of overall criterion performance for each 
individual. 
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